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Abstract

Recent advances in image generation models (IGMs), particularly
diffusion-based architectures such as Stable Diffusion (SD), have
markedly enhanced the quality and diversity of AI-generated visual
content. However, their generative capability has also raised signif-
icant ethical, legal, and societal concerns, including the potential
to produce harmful, misleading, or copyright-infringing content.
To mitigate these concerns, machine unlearning (MU) emerges as a
promising solution by selectively removing undesirable concepts
from pretrained models. Nevertheless, the robustness and effective-
ness of existing unlearning techniques remain largely unexplored,
particularly in the presence of multi-modal adversarial inputs.

To bridge this gap, we propose Recall, a novel adversarial frame-
work explicitly designed to compromise the robustness of unlearned
IGMs. Unlike existing approaches that predominantly rely on ad-
versarial text prompts, Recall exploits the intrinsic multi-modal
conditioning capabilities of diffusion models by efficiently opti-
mizing adversarial image prompts with guidance from a single se-
mantically relevant reference image. Extensive experiments across
ten state-of-the-art unlearning methods and diverse tasks show
that Recall consistently outperforms existing baselines in terms
of adversarial effectiveness, computational efficiency, and seman-
tic fidelity with the original textual prompt. These findings reveal
critical vulnerabilities in current unlearning mechanisms and un-
derscore the need for more robust solutions to ensure the safety
and reliability of generative models. Code and data are publicly
available at https://github.com/ryliu68/RECALL.

Warning: This paper contains visual content that may include
explicit or sensitive material, which some readers may find
disturbing or offensive.
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1 Introduction

The emergence of image generation models (IGMs), exemplified by
Stable Diffusion (SD) [1], has significantly enhanced the quality and
variety of AI-generated visual content. These models have been
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Figure 1: Given an unlearned IGM G𝑢 that is assumed to have success-

fully eliminated the target content (e.g., nudity), our adversarial im-

age prompt 𝑃𝑎𝑑𝑣
𝑖𝑚𝑎𝑔𝑒

combined with the original sensitive text prompt

𝑃𝑡𝑒𝑥𝑡 as multi-modal guidance, can still effectively circumvent the

unlearning mechanism, leading to the reappearance of the removed

content in the generated image 𝐼 ∗. Sensitive parts are covered by

.

successfully employed across various domains, including digital
art creation, multimedia generation, and visual storytelling [2–5],
boosting the innovations for creative professionals. Nonetheless,
their rapid advancement has simultaneously intensified ethical,
societal, and legal concerns, specifically regarding potential misuse
in generating harmful, misleading, or copyright-infringing content
[6–9]. Consequently, ensuring robust safety and trustworthiness
mechanisms within these generative frameworks has emerged as
an urgent imperative.

Among different lines of efforts, machine unlearning (MU) has
recently gained growing prominence [10–13]. It aims to remove
sensitive concepts (e.g., nudity, violence, and copyrighted mate-
rials) from the IGMs, prohibiting the generation of sensitive or
problematic content while maintaining the model’s general capa-
bility of producing benign and high-quality outputs [8, 14, 15].
Recent IGM unlearning (IGMU) methods utilize diverse strategies,
including fine-tuning [6, 10], targeted concept removal [15–17],
negative prompting [8], and adversarial filtering [11, 16, 18]. They
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have proven effective in safety protection of contemporary IGMs,
enforcing compliance with ethical guidelines and legal standards.

Despite the rapid progress in this field, the practical robustness of
these techniques is challenged, especially under adversarial scenar-
ios. Recent studies have revealed that unlearned IGMs are still vul-
nerable: carefully optimized prompts can successfully circumvent
safety mechanisms, prompting the unlearned models to regenerate
prohibited content [19–22]. However, these attack methods mainly
focus on perturbing the textual modality and suffer from the fol-
lowing critical limitations. ① Modifying textual inputs can disrupt
the semantic alignment between the generated images and original
prompts; ② Many approaches rely on external classifiers or addi-
tional diffusion models for adversarial text prompt optimization, in-
curring substantial computational overhead; ③ Their effectiveness
sharply declines against robust, adversarially-enhanced unlearn-
ing methods (e.g., AdvUnlearn [11], RECE [16]); ④ Crucially, these
methods overlook the inherent multi-modal conditioning capabili-
ties (e.g., simultaneous textual and image) of IGMs, thus missing a
critical dimension of potential vulnerability.

To address these limitations, we propose Recall, a novel multi-
modal attack framework against mainstream IGMU solutions. Fig-
ure 1 illustrates the attack scenarios. First, unlike previous attacks
that focus solely on text perturbation, Recall strategically inte-
grates an adversarially optimized image with the original text
prompt to attack the unlearned model, ensuring strong seman-
tic alignment between the generated images and corresponding
textual descriptions. Second, Recall performs the attack within
the unlearned model and optimizes the latent representation of
the adversarial image prompt, eliminating the reliance on addi-
tional components and significantly enhancing computational ef-
ficiency. Furthermore, by introducing adversarial perturbations
directly within the image modality, Recall effectively exposes hid-
den vulnerabilities in adversarially enhanced unlearning methods,
revealing their susceptibility to image-based attacks that prior text-
based adversarial techniques may overlook. Finally, Recall fully
exploits the inherent multi-modal guidance capabilities of IGMs,
enabling the comprehensive identification of critical vulnerabilities
across diverse scenarios before real-world deployment.

To evaluate the vulnerability of existing unlearning methods
and the effectiveness of our multi-modal attack Recall, we con-
duct extensive experiments involving ten state-of-the-art IGMU
methods across four representative unlearning scenarios. Empirical
results demonstrate that Recall consistently surpasses existing
text-based adversarial prompting methods in terms of attack perfor-
mance, computational efficiency, and semantic fidelity. These find-
ings reveal critical vulnerabilities in current unlearning pipelines,
highlighting their susceptibility to multi-modal guided adversarial
attacks and underscoring the urgent need for developing more ro-
bust and verifiable unlearning mechanisms for image generation
models. Our key contributions are as follows:

• We propose Recall, the first multi-modal guided adversarial
attack framework to break the robustness of IGMU techniques,
allowing the protected model to regenerate unlearned sensitive
concepts with high semantic fidelity.
• Recall introduces a highly efficient optimization strategy that
operates solely within the unlearned model by utilizing only a

single reference image, eliminating the need for auxiliary clas-
sifiers, original diffusion models, or external semantic guidance
(e.g., CLIP) required by previous attacks.
• Through comprehensive experiments covering ten representative
IGMU techniques across four diverse unlearning tasks, we em-
pirically demonstrate the vulnerabilities of existing unlearning
solutions under multi-modal attacks, revealing the urgent need
for more robust safety unlearning.

2 Related Work

2.1 Image Generation Model

Image generation models (IGMs), particularly those based on diffu-
sion architecture, have garnered substantial attention due to their
ability to synthesize diverse, high-fidelity images via iterative de-
noising processes. Representative models include Stable Diffusion
(SD) [1], DALL·E [23], and Imagen [24]. These models typically
leverage large-scale datasets (e.g., LAION-5B [25]) and sophisti-
cated architectural components, including: ① pre-trained text en-
coders (e.g., CLIP [26]), ② U-Net-based denoising backbones, and
③ VAE-based decoders. The integration of these components en-
ables accurate semantic interpretation of textual inputs, facilitating
controllable generation across diverse applications—from artistic
expression to photorealistic synthesis.

2.2 Image Generation Model Unlearning

Thewidespread deployment of IGMs has also raised growing ethical
and legal concerns, particularly their misuse in generating harmful,
inappropriate, misleading, or copyrighted content [7, 27, 28]. To
mitigate these risks, machine unlearning (MU) has been recently
introduced as a lightweight manner to selectively remove specific
concepts, styles, or objects from pretrained IGMs [14, 29, 30], with-
out affecting the overall generative capabilities. Existing image
generation model unlearning (IGMU) techniques can be broadly
categorized into three paradigms. ① Fine-tuning-based Unlearning:
these methods adjust model parameters to erase specific learned
representations. For example, Erased Stable Diffusion (ESD) [10] se-
lectively fine-tunes the U-Net to suppress undesired features, while
UCE [15] removes concepts via closed-form attention layer edit-
ing without further training. ② Guidance-based Unlearning: these
approaches impose inference-time constraints without modifying
model weights. Typical examples include negative prompt filtering
and Safe Latent Diffusion (SLD) [8], which manipulate latent repre-
sentations to block restricted content, offering high efficiency. ③

Regularization-based Knowledge Erasure: these strategies integrate
forgetting signals into training objectives. For instance, Receler [31]
applies contrastive regularization to suppress concept retention,
and FMN [6] incorporates targeted regularizers to enforce struc-
tured forgetting during continued training.

2.3 Adversarial Attacks against IGMU

While IGMU techniques show promising results under standard
conditions, their robustness against adversarial prompts remains
largely uncertain. Recent studies have uncovered critical vulner-
abilities, showing that carefully crafted prompts can bypass un-
learning defenses and regenerate prohibited content [19, 20, 32]. To
explore these weaknesses, a variety of attack strategies have been
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proposed. Prompting4Debugging (P4D) [19] leverages CLIP and
original SD models to optimize adversarial text prompts, achieving
high attack success but incurring high computational cost. Unlearn-
DiffAtk [20] improves efficiency by exploiting the internal discrim-
inative capability of SD for direct prompt optimization. PUND [21]
constructs transferable embeddings via surrogate diffusion mod-
els for black-box attack settings. Ring-A-Bell [22] identifies latent
concept representations to generate prompts without model ac-
cess. DiffZOO [33] applies zeroth-order optimization to perturb
prompts in fully black-box settings. JPA [34] crafts discrete prefix
prompts to bypass filters, while ICER [35] uses LLM-guided bandit
optimization for interpretable black-box attacks.

Despite recent progress, existing attack methods face several
key limitations. They often rely on text-based perturbations, which
degrade semantic alignment between prompts and generated im-
ages. Many approaches also require external classifiers or access
to the original diffusion model, increasing complexity and limiting
scalability. Moreover, their effectiveness declines against robust
unlearning techniques such as AdvUnlearn [11], SafeGen [27], and
RECE [16]. Finally, the adversarial optimization process is typically
computationally intensive, limiting practical deployment.

Therefore, an effective attack strategy must recover restricted
content efficiently, maintain prompt-image semantic coherence, and
exploit vulnerabilities beyond text perturbation. To this end, we
propose Recall, a multi-modal adversarial framework that utilizes
adversarial image prompts with unmodified text inputs to attack
unlearned models using the multi-modal guidance. Our approach
requires no external classifier or access to the original IGM, making
it both lightweight and highly effective.

3 Preliminary

3.1 Stable Diffusion (SD) Model

SD models are grounded in denoising diffusion probabilistic models
(DDPMs) [36], which operate via two complementary phases: a for-
ward noising process and a reverse denoising process. The forward
diffusion progressively corrupts the original data by iteratively
adding Gaussian noise, formally characterized as:

𝑞(𝑧𝑡 | 𝑧𝑡−1) = N(𝑧𝑡 ;
√
𝛼𝑡 𝑧𝑡−1, (1 − 𝛼𝑡 )𝐼 ), (1)

where 𝑧𝑡 denotes the latent representation at diffusion step 𝑡 , and
𝛼𝑡 dictates the variance schedule. After a fixed number of timesteps
(typically 1,000), the input is gradually transformed into an isotropic
Gaussian distribution.

Conversely, the reverse diffusion seeks to reconstruct the orig-
inal data distribution by estimating the noise introduced at each
diffusion step. This estimation is implemented through a neural net-
work, parameterized by 𝜖𝜃 (𝑧𝑡 , 𝑐, 𝑡), conditioned on auxiliary inputs
𝑐 (e.g., textual embeddings or image features), enabling multi-modal
guidance. The associated training objective is defined as:

L𝐷𝑀 = E𝑧𝑡∼𝑞,𝑐,𝜖∼N(0,𝐼 ),𝑡
[
∥𝜖 − 𝜖𝜃 (𝑧𝑡 , 𝑐, 𝑡)∥22

]
. (2)

To improve efficiency, Latent Diffusion Models (LDMs) [1] per-
form the diffusion process in a compressed latent space rather than
directly in the pixel space, significantly reducing the computational
cost. Building upon LDMs, SD [1] further incorporates optimized
components, including a robust CLIP-based text encoder [26] and

larger, more diverse training datasets [25], thereby achieving supe-
rior generation performance. Due to its balance of efficiency and
generation quality, SD has become a widely adopted backbone in
contemporary image synthesis tasks.

3.2 Image Generation Model Unlearning

Given an image generation model (IGM) G trained over a rich
concept space C, Image Generation Model Unlearning (IGMU) aims
to selectively eliminate the model’s ability to generate content
associated with a specific set of sensitive concepts C′ ∈ C, while
preserving its generative capabilities on the remaining concept
space C \ C′.

Formally, let 𝑃𝑡𝑒𝑥𝑡 denote a text prompt associated with a target
concept 𝑐 ∈ C′. The unlearning process is modeled by an algo-
rithmA𝑢 that modifies either the parameters or architecture of the
generative model:

G𝑢 = A𝑢 (G, C′) . (3)
The resulting model G𝑢 should satisfy the following desiderata:

(i) Forgetting: The model should no longer be able to generate
content related to targeted concepts,

∀𝑐 ∈ C′, G𝑢 (𝑃𝑡𝑒𝑥𝑡 ) ∩ G(𝑃𝑡𝑒𝑥𝑡 ) = ∅. (4)

(ii) Preservation: For non-target concepts, the generative per-
formance should be retained:

∀𝑐 ∈ C \ C′, G𝑢 (𝑃𝑡𝑒𝑥𝑡 ) ≈ G(𝑃𝑡𝑒𝑥𝑡 ). (5)

In practice, these constraints are relaxed using perceptual similar-
ity metrics to quantify preservation. Specifically, the preservation
condition can be approximated as:

𝑠𝑖𝑚
(
G𝑢 (𝑃𝑡𝑒𝑥𝑡 ),G(𝑃𝑡𝑒𝑥𝑡 )

)
≥ 𝜎, (6)

where 𝑠𝑖𝑚(·, ·) represents a perceptual similarity measure (e.g.,
LPIPS or CLIP score), and 𝜎 is a predefined threshold.

3.3 Threat Model

We consider an adversary possessing white-box access to the IGM,
which generates images guided by multi-modal conditioning (i.e.,
both text and image inputs). This IGM has been equipped with some
unlearning techniques (e.g., fine-tuning [10, 11], closed-form modi-
fication [15], parameter editing [37], etc.) to remove some specific
concepts. The adversary’s goal is to deliberately mislead the IGM
to regenerate the erased content. Unlike existing attack methods re-
stricted to textual prompts—which exhibit limited effectiveness due
to the robust text-based defenses—our threat model explicitly in-
corporates multi-modal guidance, enabling a more comprehensive
and rigorous evaluation of the unlearned model’s robustness.

3.4 Problem Formulation

We introduce a new attack strategy, which optimizes the image
prompt, leveraging the multi-modal guidance (natively supported
by the Stable Diffusion [38]) to bypass unlearning mechanisms and
regenerate the forgotten content.

Specifically, given an unlearned image generation model (IGM)
G𝑢 that has been updated to suppress content associated with
target concept 𝑐 , a text prompt 𝑃𝑡𝑒𝑥𝑡 containing 𝑐 and an image
𝑃𝑖𝑚𝑎𝑔𝑒 , our goal is to find an adversarially optimized image input
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𝑃𝑎𝑑𝑣
𝑖𝑚𝑎𝑔𝑒

combined with a textual prompt 𝑃𝑡𝑒𝑥𝑡 , which can trigger
the unlearned IGM G𝑢 to still generate content related to 𝑐 . The
output from the model is expressed as:

𝐼∗ = G𝑢 (𝑃𝑎𝑑𝑣𝑖𝑚𝑎𝑔𝑒 , 𝑃𝑡𝑒𝑥𝑡 ), s.t. 𝐼∗ ≈ 𝐼 = G(𝑃𝑡𝑒𝑥𝑡 ), (7)

where 𝐼∗ maintains semantic similarity with image 𝐼 , which is
generated by the original model G with the text prompt 𝑃𝑡𝑒𝑥𝑡 .

The adversarial optimization problem to obtain 𝑃𝑎𝑑𝑣
𝑖𝑚𝑎𝑔𝑒

can be
formulated as:

𝑃𝑎𝑑𝑣𝑖𝑚𝑎𝑔𝑒 = arg min
𝑃𝑖𝑚𝑎𝑔𝑒

L𝑎𝑑𝑣
(
G𝑢 (𝑃𝑖𝑚𝑎𝑔𝑒 , 𝑃𝑡𝑒𝑥𝑡 ),G(𝑃𝑡𝑒𝑥𝑡 )

)
. (8)

Unlike prior attacks that modify the text prompt 𝑃𝑡𝑒𝑥𝑡 , our
method optimizes 𝑃𝑖𝑚𝑎𝑔𝑒 while keeping 𝑃𝑡𝑒𝑥𝑡 unchanged, ensuring
that the attack does not compromise the semantic intent of the
prompt. The optimization follows a gradient-based approach:

𝑃𝑎𝑑𝑣𝑖𝑚𝑎𝑔𝑒 ← 𝑃𝑖𝑚𝑎𝑔𝑒 − 𝜂 · ∇𝑃𝑖𝑚𝑎𝑔𝑒
L𝑎𝑑𝑣 (G𝑢 (𝑃𝑖𝑚𝑎𝑔𝑒 , 𝑃𝑡𝑒𝑥𝑡 ),G(𝑃𝑡𝑒𝑥𝑡 )),

(9)
where 𝜂 is the step size and L𝑎𝑑𝑣 is the adversarial loss. By solving
this optimization problem, the adversarial image prompt 𝑃𝑎𝑑𝑣

𝑖𝑚𝑎𝑔𝑒

with the given text prompt 𝑃𝑡𝑒𝑥𝑡 can effectively exploit vulnerabili-
ties in the unlearned model and restore the forgotten content while
maintaining high semantic alignment with 𝑃𝑡𝑒𝑥𝑡 .

4 Methodology

4.1 Overview

We propose Recall, a novel multi-modal adversarial framework
against unlearned image generation models (IGMs). Unlike conven-
tional text-only attacks, Recall integrates adversarially optimized
image prompts with the original textual inputs, leveraging a refer-
ence image 𝑃𝑟𝑒 𝑓 —which implicitly contains the erased concept—as
guidance throughout the optimization process. As illustrated in
Figure 2, the framework consists of three stages. Stage I: Latent
Encoding (Sec. 4.2). The reference image 𝑃𝑟𝑒 𝑓 and an initial im-
age prompt 𝑃𝑖𝑛𝑖𝑡

𝑖𝑚𝑎𝑔𝑒
—constructed by injecting substantial random

noise 𝛿 into 𝑃𝑟𝑒 𝑓 —are encoded into latent representations 𝑧𝑟𝑒 𝑓 and
𝑧𝑎𝑑𝑣 via the image encoder E𝑖 in the unlearned IGM G𝑢 . Stage II:
Iterative Latent Optimization (Sec. 4.3). The adversarial latent
𝑧𝑎𝑑𝑣 is iteratively optimized under the guidance of the fixed refer-
ence latent 𝑧𝑟𝑒 𝑓 . At each diffusion timestep 𝑡 , the U-Net predicts
noise residuals 𝜖𝑟𝑒 𝑓 and 𝜖𝑎𝑑𝑣 . The adversarial loss L𝑎𝑑𝑣—defined as
the discrepancy between these predictions—is minimized through
gradient-based updates. Stage III: Multi-modal Attack (Sec. 4.4).
The optimized latent 𝑧𝑎𝑑𝑣 is decoded into an adversarial image
𝑃𝑎𝑑𝑣
𝑖𝑚𝑎𝑔𝑒

. When paired with the original text prompt 𝑃𝑡𝑒𝑥𝑡 , this multi-
modal input is fed into the unlearned IGM G𝑢 , resulting in a re-
generated image 𝐼∗ that aligns visually with 𝑃𝑡𝑒𝑥𝑡 and successfully
recovers the erased target concept 𝑐 . Below, we elaborate on the
design details of each stage. The pseudo-code of the Recall pipeline
is shown in Alg. 1 of Appendix C.

4.2 Image Encoding

To avoid incurring additional computational overhead from external
classifiers or relying on the original IGM, we introduce a reference
image 𝑃𝑟𝑒 𝑓 containing the target concept 𝑐—which can be sourced

from the internet—to guide the generation process. This reference
implicitly embeds the erased concept, thereby facilitating adver-
sarial optimization of the initial image prompt 𝑃𝑖𝑛𝑖𝑡

𝑖𝑚𝑎𝑔𝑒
. To enhance

efficiency and precision, Recall performs the optimization directly
in the latent space representation 𝑧𝑎𝑑𝑣 of the image prompt.

As illustrated in Figure 2, we initialize 𝑃𝑖𝑛𝑖𝑡
𝑖𝑚𝑎𝑔𝑒

by blending a small
portion of the reference image 𝑃𝑟𝑒 𝑓 with random noise 𝛿 sampled
from an isotropic Gaussian distribution N(0, I):

𝑃𝑖𝑛𝑖𝑡𝑖𝑚𝑎𝑔𝑒 ← 𝜆 · 𝑃𝑟𝑒 𝑓 + (1 − 𝜆) · 𝛿, 𝛿 ∼ N(0, 𝐼 ), (10)

where 𝜆 ∈ [0, 1] is a hyperparameter controlling the semantic
similarity to the reference image. We set 𝜆 = 0.25 throughout
our experiments. This approach increases the sampling space of
Stable Diffusion and further enhances the diversity of the generated
images, while simultaneously encouraging the generation process
to better follow the guidance of the text prompt, thereby improving
semantic consistency.

To accelerate optimization, both 𝑃𝑖𝑛𝑖𝑡
𝑖𝑚𝑎𝑔𝑒

and 𝑃𝑟𝑒 𝑓 are encoded
into the latent space using the image encoder E𝑖 from the unlearned
model, yielding:

𝑧𝑖 = E𝑖 (𝑃𝑖𝑛𝑖𝑡𝑖𝑚𝑎𝑔𝑒 ), 𝑧𝑟𝑒 𝑓 = E𝑖 (𝑃𝑟𝑒 𝑓 ), (11)

where 𝑧𝑖 is used as the initial adversarial latent 𝑧𝑎𝑑𝑣 , and 𝑧𝑟𝑒 𝑓 serves
as the fixed reference guiding the optimization process.

4.3 Iterative Latent Optimization

We iteratively optimize the adversarial latent as below.

4.3.1 Generation of Latent 𝑧𝑡 . Unlike standard latent diffusion,
Recall generates the noisy latent at timestep 𝑡 as:

𝑧𝑡 =
√
𝛼𝑡 𝑧 +

√
1 − 𝛼𝑡 𝜖, 𝜖 ∼ N(0, 𝐼 ), (12)

where 𝑧 denotes either the reference latent 𝑧𝑟𝑒 𝑓 or the adversar-
ial latent 𝑧𝑎𝑑𝑣 . The cumulative noise schedule 𝛼𝑡 determines the
relative contribution of signal and noise.

To accelerate optimization, each 𝑧𝑡 corresponds to a single de-
noising step from a fixed DDIM [40] sampling schedule of 50 steps
(𝑡 = 𝑇 → 0). At each step, we apply one backward denoising pass to
simulate efficient adversarial guidance. We adopt an early stopping
mechanism: the attack halts as soon as the target content reappears;
It fails if no target content is observed after all steps are exhausted.

4.3.2 Optimization under Multi-Modal Guidance. For each noisy
latent 𝑧𝑡 , the diffusion model predicts the corresponding noise
component using a U-Net F𝜃 , conditioned on the textual embedding
ℎ𝑡 from the encoding text prompt 𝑃𝑡𝑒𝑥𝑡 by the text encoder E𝑡 (i.e.,
ℎ𝑡 = E𝑡 (𝑃𝑡𝑒𝑥𝑡 )). The predicted noise of reference image 𝜖𝑟𝑒 𝑓 and
adversarial image 𝜖𝑎𝑑𝑣 can be derived as:

𝜖𝑟𝑒 𝑓 = F𝜃 (𝑧{𝑟𝑒 𝑓 ,𝑡 } , 𝑡, ℎ𝑡 ); 𝜖𝑎𝑑𝑣 = F𝜃 (𝑧{𝑎𝑑𝑣,𝑡 } , 𝑡, ℎ𝑡 ) . (13)

The discrepancy between these two noise predictions forms the
basis of the adversarial objective function.

As discussed previously, our attack explicitly targets the latent
representation 𝑧𝑎𝑑𝑣 of the adversarial image prompt 𝑃𝑎𝑑𝑣

𝑖𝑚𝑎𝑔𝑒
, aiming

to efficiently induce the unlearned IGMmodel to regenerate the pre-
viously unlearned content. Specifically, at each diffusion timestep
𝑡 , we iteratively refine the adversarial latent representation 𝑧𝑎𝑑𝑣
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Figure 2: Overview of the Recall framework. Stage I: the reference image 𝑃𝑟𝑒𝑓 and an initialized image prompt 𝑃𝑖𝑛𝑖𝑡
𝑖𝑚𝑎𝑔𝑒

—constructed via noise

blending—are encoded into latent representations 𝑧𝑟𝑒𝑓 and 𝑧𝑎𝑑𝑣 , respectively, using the image encoder E𝑖 of the unlearned model G𝑢 . Stage II:
the diffusion process is simulated by passing both latents through the U-Net F𝜃 across timesteps 𝑡 , yielding predicted noise estimates 𝜖𝑟𝑒𝑓 and

𝜖𝑎𝑑𝑣 . An adversarial loss L𝑎𝑑𝑣 is computed based on their discrepancy and used to iteratively update 𝑧𝑎𝑑𝑣 in a PGD [39] manner. Stage III:

the optimized latent 𝑧𝑎𝑑𝑣 is decoded into an adversarial image 𝑃𝑎𝑑𝑣
𝑖𝑚𝑎𝑔𝑒

, which is then paired with the given textual prompt 𝑃𝑡𝑒𝑥𝑡 and fed into

the unlearned generative model G𝑢 . The final output image 𝐼 ∗ effectively reconstructs content associated with the erased concept, thereby

revealing vulnerabilities in the unlearning mechanism under the multi-modal guidance.

using a gradient-based optimization procedure guided by the ad-
versarial loss L𝑎𝑑𝑣 . To enhance stability and facilitate convergence,
we incorporate momentum-based gradient normalization into our
optimization scheme [41]. Specifically, we iteratively update the
latent adversarial variable 𝑧𝑎𝑑𝑣 over 𝑁 epoches according to:

𝑣𝑖 = 𝛽 ·𝑣𝑖−1+
∇𝑧𝑎𝑑𝑣L𝑎𝑑𝑣

∥∇𝑧𝑎𝑑𝑣L𝑎𝑑𝑣 ∥1 + 𝜔
, 𝑧𝑎𝑑𝑣 ← 𝑧𝑎𝑑𝑣+𝜂 ·sign(𝑣𝑖 ), (14)

where 𝜂 denotes the step size, 𝑣𝑖 is the momentum-updated gradient
direction at iteration 𝑖 , and 𝛽 = 0.9 represents the momentum
factor. The term ∇𝑧𝑎𝑑𝑣L𝑎𝑑𝑣 refers to the gradient of the adversarial
loss L𝑎𝑑𝑣 with respect to the adversarial latent 𝑧𝑎𝑑𝑣 , normalized
by its 𝐿1-norm for gradient scale invariance, and 𝜔 = 1e−8 is a
small constant for numerical stability. Furthermore, in practical
implementations, we periodically integrate a small portion of the
reference latent 𝑧𝑟𝑒 𝑓 back into 𝑧𝑎𝑑𝑣 , thereby reinforcing semantic
consistency between 𝑧𝑎𝑑𝑣 and 𝑧𝑟𝑒 𝑓 during the optimization:

𝑧𝑎𝑑𝑣 ← 𝑧𝑎𝑑𝑣 + 𝛾 · 𝑧𝑟𝑒 𝑓 , (15)

where 𝛾 is a small regularization parameter and set to 0.05 in our
optimization.

4.3.3 Objective Function. The adversarial objective function L𝑎𝑑𝑣
explicitly quantifies the discrepancy between noise predictions
generated from the adversarial latent 𝜖𝑎𝑑𝑣 and reference latent 𝜖𝑟𝑒 𝑓
with U-Net as step 𝑡 , respectively:

L𝑎𝑑𝑣 =M(𝜖{𝑟𝑒 𝑓 ,𝑡 } , 𝜖{𝑎𝑑𝑣,𝑡 } ) = ∥𝜖{𝑟𝑒 𝑓 ,𝑡 } − 𝜖{𝑎𝑑𝑣,𝑡 } ∥22, (16)

whereM denotes a similarity measurement. In this work, we specif-
ically employ the mean squared error (MSE).

4.3.4 Adversarial Image Reconstruction. After optimization, the
refined adversarial latent 𝑧𝑎𝑑𝑣 is subsequently decoded into the

image space through the image decoder D𝑖 of the unlearned SD
model to generate the final adversarial image used for the attack:

𝑃𝑎𝑑𝑣𝑖𝑚𝑎𝑔𝑒 = D𝑖 (𝑧𝑎𝑑𝑣) . (17)

4.4 Multi-modal Attack

Once the adversarial image 𝑃𝑎𝑑𝑣
𝑖𝑚𝑎𝑔𝑒

is obtained, we leverage the
multi-modal conditioning mechanism of the unlearned model G𝑢 to
generate images containing the forgotten content and semantically
aligned with the text prompt 𝑃𝑡𝑒𝑥𝑡 . The final image generation
process integrates both the optimized adversarial image prompt
and the original text prompt in a multi-modal manner:

𝐼∗ = G𝑢 (𝑃𝑎𝑑𝑣𝑖𝑚𝑎𝑔𝑒 , 𝑃𝑡𝑒𝑥𝑡 ), (18)

where 𝐼∗ is the final generated image.
Our method systematically exposes the inherent weaknesses

in current concept unlearning techniques: by utilizing both adver-
sarial image optimization and textual conditioning, the unlearned
information can still be reconstructed.

5 Experiments

To thoroughly evaluate the effectiveness of our proposed Recall,
we conduct extensive experiments involving TEN state-of-the-art
unlearning techniques across four representative unlearning tasks:
Nudity, Van Gogh-style, Object-Church, and Object-Parachute. These
settings yield a total of forty unlearned IGMs based on Stable
Diffusion v1.4. Our objective is to systematically validate the effec-
tiveness and generalization of our proposed multi-modal guided
attack against different scenarios.
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Table 1: Attack performance of various attack methods against unlearned IGMs in four representative unlearning tasks, evaluated by ASR (%)

and Avg. ASR (%). The best attack performance is highlighted in bold, while the second-best is underlined.

Task Method ESD FMN SPM AdvUnlearn MACE RECE DoCo UCE Receler ConcptPrune Avg. ASR

N
ud

ity

Text-only 10.56 66.90 32.39 1.41 3.52 7.04 30.99 8.45 8.45 73.24 24.30
Image-only 0 18.31 12.68 4.23 5.63 14.08 3.52 11.97 6.34 13.38 9.01
Text & R_noise 0.70 29.58 14.08 0.70 3.52 1.41 14.79 2.82 0.70 36.62 10.49
Text & Image 13.38 59.15 42.25 7.04 10.56 14.79 40.14 17.61 20.42 52.11 27.74
P4D-K 51.41 80.28 76.76 6.34 40.14 35.92 77.46 56.34 40.14 77.46 54.22
P4D-N 62.68 88.73 76.76 2.82 32.39 52.11 80.28 54.93 35.92 89.44 57.61
UnlearnDiffAtk 51.41 92.25 88.03 8.45 47.18 40.85 87.32 70.42 55.63 97.18 63.87
Recall 71.83 100.00 96.48 60.56 71.83 59.86 92.25 76.76 78.87 99.30 80.77

Va
n
G
og
h-
st
yl
e

Text-only 26.00 50.00 82.00 24.00 72.00 74.00 52.00 98.00 20.00 98.00 59.60
Image-only 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Text & R_noise 8.00 14.00 18.00 12.00 16.00 28.00 38.00 38.00 10.00 80.00 26.20
Text & Image 10.00 18.00 42.00 10.00 24.00 32.00 42.00 74.00 24.00 96.00 37.20
P4D-K 56.00 72.00 90.00 86.00 82.00 100.00 62.00 94.00 62.00 98.00 80.20
P4D-N 88.00 88.00 100.00 86.00 96.00 98.00 90.00 100.00 74.00 100.00 92.00
UnlearnDiffAtk 96.00 100.00 100.00 84.00 100.00 100.00 100.00 100.00 92.00 100.00 97.20
Recall 92.00 100.00 100.00 92.00 100.00 100.00 98.00 100.00 92.00 100.00 97.40

O
bj
ec
t-
C
hu

rc
h

Text-only 16.00 52.00 44.00 0.00 4.00 4.00 44.00 6.00 2.00 92.00 26.40
Image-only 4.00 18.00 20.00 8.00 16.00 18.00 12.00 20.00 16.00 20.00 15.20
Text & R_noise 0.00 32.00 22.00 0.00 0.00 2.00 32.00 2.00 0.00 46.00 13.60
Text & Image 46.00 66.00 66.00 4.00 10.00 4.00 60.00 8.00 2.00 80.00 34.60
P4D-K 6.00 56.00 48.00 0.00 2.00 28.00 86.00 24.00 20.00 88.00 35.80
P4D-N 58.00 90.00 86.00 14.00 48.00 12.00 92.00 10.00 14.00 74.00 49.80
UnlearnDiffAtk 70.00 96.00 94.00 4.00 32.00 52.00 100.00 66.00 10.00 100.00 62.40
Recall 96.00 100.00 98.00 62.00 50.00 46.00 98.00 68.00 20.00 98.00 73.40

O
bj
ec
t-
Pa
ra
ch
ut
e

Text-only 4.00 54.00 24.00 4.00 2.00 2.00 8.00 2.00 2.00 88.00 19.00
Image-only 20.00 92.00 96.00 88.00 92.00 86.00 96.00 90.00 88.00 84.00 83.20
Text & R_noise 4.00 48.00 22.00 2.00 4.00 0.00 10.00 2.00 2.00 60.00 15.40
Text & Image 94.00 98.00 88.00 52.00 72.00 48.00 50.00 60.00 32.00 98.00 69.20
P4D-K 6.00 40.00 24.00 2.00 4.00 14.00 72.00 18.00 20.00 96.00 29.60
P4D-N 36.00 82.00 70.00 8.00 22.00 12.00 52.00 14.00 2.00 84.00 38.20
UnlearnDiffAtk 56.00 100.00 94.00 14.00 36.00 34.00 92.00 42.00 30.00 100.00 59.80
Recall 100.00 100.00 100.00 94.00 100.00 88.00 98.00 96.00 94.00 100.00 97.00

5.1 Experimental Setup

Datasets. We adopt the original text prompts provided by Un-
learnDiffAtk [20], which are derived from the I2P dataset [8] and
ChatGPT [42]. The reference images for both UnlearnDiffAtk and
our proposed Recall are sourced from Flux-Uncensored-V2 [43]
(for Nudity, Church, and Parachute) and Stable Diffusion v2.1 [44]
(for Van Gogh). Details of these prompts and reference images are
provided in Appendix B.1, Table 8.

IGMU Methods. We evaluate our approach across ten state-of-
the-art IGMU techniques: ESD [10], FMN [6], SPM [45], AdvUn-
learn [11], MACE [46], RECE [16], DoCo [18], Receler [31], Concept-
Prune [37], and UCE [15]. Details on model weights and training
configurations are provided in Appendix B.2.

Baselines. We compare our proposed Recall against several rep-
resentative attack baselines: Text-only, Image-only, Text & R_noise,
Text & Image, P4D [19], and UnlearnDiffAtk [20]. Their detailed
descriptions and implementation can be found in Appendix B.3.

Evaluation Metrics. To assess the effectiveness of our proposed
attack, we employ task-specific deep learning-based detectors and

classifiers to determine whether the target content has been suc-
cessfully regenerated. These include the NudeNet detector [47], a
ViT-based style classifier [20], and an ImageNet-pretrained ResNet-
50 [48]. Detailed configurations of these models are provided in
Appendix B.4. We report the Attack Success Rate (ASR, %) as
the primary evaluation metric, defined as the percentage of gener-
ated images that contain the targeted concept. The average ASR
across all ten unlearning techniques (denoted as Avg. ASR) is also
computed to reflect overall robustness. To measure computational
efficiency, we record the average attack time (in seconds) required
to generate successful adversarial outputs. In addition, we compute
the CLIP score [49] between each generated image and its corre-
sponding text prompt to evaluate semantic consistency, measuring
howwell the generated images align with the intended descriptions.

Implementation Details. Our Recall framework generates adver-
sarial image prompts by leveraging reference-image guidance and
performing perturbation optimization in the latent image space.
The adversarial optimization is executed over 50 DDIM sampling
steps, with 20 gradient ascent iterations per step using projected
gradient descent (PGD [39]) with a step size of 𝜂 = 1e−3 and a
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momentum coefficient of 0.9. An early stopping strategy is applied
at timestep 𝑡 once the target content is successfully regenerated.
The entire framework is implemented in PyTorch and evaluated on
a high-performance server equipped with 8 NVIDIA H100 GPUs.

5.2 Attack Performance

We comprehensively evaluate the effectiveness of our proposed
Recall against several baseline attack methods across four repre-
sentative unlearning tasks. The detailed experimental results, as
summarized in Table 1, reveal several critical findings. ① Existing
unlearning approaches do not really erase target concepts; notably,
original textual or combined text-image prompts (reference im-
age or randomly initialized) alone achieve substantial ASRs. For
instance, combined text-image prompts yield an Avg. ASR exceeds
69.20% in the Parachute scenario. ② All baseline attack methods
exhibit limited effectiveness when attacking adversarially enhanced
unlearning strategies (e.g., AdvUnlearn and RECE), evidenced by
their significantly lower ASRs. ③ In contrast, Recall consistently
attains superior performance, achieving average ASRs ranging from
73.40% to 97.40% across diverse scenarios. Specifically, Recall out-
performs UnlearnDiffAtk, a strong baseline, improving the average
ASR by 16.90%, 0.20%, 11.00%, and 37.20% forNudity, Van Gogh-style,
Object-Church, and Object-Parachute, respectively. These results
highlight the robustness and efficacy of Recall in regenerating
targeted, presumably erased visual concepts.

5.3 Attack Efficiency

To assess the practical efficiency of Recall, we compare the average
attack time with baseline methods, including P4D-K, P4D-N, and
UnlearnDiffAtk. Figure 3 reports results across three representa-
tive tasks—Nudity, Van Gogh-style, and Object-Parachute—spanning
multiple unlearning techniques. As shown, Recall achieves sig-
nificantly lower attack time (∼65s) compared to P4D-K (∼380s),
P4D-N (∼340s), and UnlearnDiffAtk (∼140s). This improvement
stems from our efficient multi-modal optimization directly in the
latent space, without relying on external classifiers or auxiliary
diffusion models. Moreover, these efficiency gains align with our
high attack success rates, highlighting that Recall is both effective
and computationally lightweight. Notably, less robust unlearning
methods (e.g., FMN, SPM) tend to require shorter attack durations,
further illustrating their susceptibility 1.

5.4 Semantic Alignment Analysis

We assess the semantic consistency between regenerated images
and their corresponding text prompts using the CLIP score. Table 2
presents the average CLIP scores for three attack methods—P4D,
UnlearnDiffAtk, and our proposed Recall —evaluated across six
unlearning techniques (ESD,MACE, RECE, UCE, Receler, andDoCo)
and four aforementioned representative unlearning tasks.

As shown in Table 2, Recall consistently outperforms base-
line methods, achieving the highest CLIP scores across all tasks
and unlearning settings. Notably, Recall attains an average CLIP
score of 30.28, surpassing UnlearnDiffAtk (28.00) and P4D (25.00).

1We exclude cases where initial prompts alone succeed, focusing on instances requiring
iterative optimization.

Table 2: Comparison of CLIP scores (higher is better) for images

regenerated by existing attacks (P4D, UnlearnDiffAtk, and our pro-

posed Recall) against various unlearning methods across four un-

learning tasks. The best-performing attackmethod for each scenario

is highlighted in bold.

Task Method ESD MACE RECE UCE Receler DoCo

N
ud

ity P4D 24.09 23.20 24.99 24.90 25.64 23.70
UnlearnDiffAtk 29.61 23.11 29.25 29.17 29.00 31.18
Recall 32.13 24.79 30.66 31.31 31.12 31.95

Va
n
G
og
h P4D 17.73 31.66 25.64 22.57 13.49 21.81

UnlearnDiffAtk 29.23 33.85 33.10 33.32 21.26 22.39
Recall 35.92 35.28 34.71 34.20 23.37 30.01

C
hu

rc
h P4D 25.88 28.44 27.68 27.76 30.34 25.62

UnlearnDiffAtk 27.68 27.46 27.04 28.97 30.89 29.99
Recall 27.94 28.94 28.36 27.82 27.73 30.37

Pa
ra
ch
ut
e P4D 23.50 23.73 28.01 27.13 24.18 28.37

UnlearnDiffAtk 25.64 25.59 25.73 23.37 26.22 28.98
Recall 29.64 28.66 31.04 31.10 28.92 30.63

These results indicate that text-based methods, which perturb orig-
inal prompts, often degrade semantic coherence. In contrast, our
multi-modal adversarial framework preserves the textual intent
and introduces perturbations solely through the image modality,
yielding superior semantic alignment.

5.5 Visualization

Table 3 presents a qualitative comparison of regenerated images
under four representative unlearning scenarios—Nudity, Van Gogh-
style, Object-Church, and Object-Parachute—against two prominent
unlearning techniques, MACE and RECE. Additional details, includ-
ing text prompts, adversarial inputs, guidance scales, and seeds, are
provided in Appendix D, Table 10.

Rows 3–6 show that neither original prompts nor their combina-
tion with random or reference images effectively bypass the safety
filters of MACE and RECE. Although image-only settings perform
better on object-centric tasks, they often lack semantic alignment
and diversity. Incorporating text and reference images yields limited
improvements and frequently fails to recover the erased concepts.
The subsequent rows (7-9) show the generated images by P4D,
UnlearnDiffAtk, and our proposed Recall. Recall consistently
induces unlearned models to regenerate forgotten content with
high semantic fidelity, whereas baseline methods frequently pro-
duce incomplete or inconsistent results. For Nudity, Recall reliably
reconstructs sensitive visual features, outperforming P4D’s vague
outputs. In Van Gogh-style, our method captures distinct artistic
traits, unlike P4D’s distorted textures and UnlearnDiffAtk’s partial
recovery. InObject-Parachute, Recall robustly restores the intended
object, while others fail to ensure visual or semantic integrity. These
findings underscore the limitations of existing text-based attacks
and expose critical vulnerabilities in current unlearning strategies.

5.6 Ablation Study

In this section, we conduct ablation studies to systematically ex-
amine the generalizability of our method as well as the impact
of important design choices and key hyperparameters. We first
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Figure 3: Comparison of average attack time (in seconds) for different attack methods across three unlearning tasks: Nudity, Van Gogh-style,

and Object-Parachute. The bar chart illustrates the attack efficiency of four attack approaches—P4D-K (blue), P4D-N (orange), UnlearnDiffAtk

(red), and Recall (green)—against various unlearning techniques. A lower average attack time indicates more efficiency.

Table 3: Generated images under different attacks for MACE and RECE across different unlearning tasks.

Task Nudity Van Gogh-style Object-Church Object-Parachute

Models MACE RECE MACE RECE MACE RECE MACE RECE

Text-only

Image-only

Text & R_noise

Text & Image

P4D

UnlearnDiffAtk

Recall

analyze the generalizability of our attack to variations in refer-
ence image selection, generation diversity, and model versions. We
then investigate how different guidance strategies and optimiza-
tion parameters affect the overall attack performance and semantic
consistency. The following subsections provide detailed analyses
and empirical results for each aspect.

5.6.1 Generalizability.

Reference Independence. To evaluate the robustness of our at-
tack to the selection of reference images, we conducted experiments
using three additional three different references ( 𝑅1 − 𝑅3 shown
in Appendix E.1 Figure 4) random download from the Internet, i.e.,
Nudity and Object-Church, respectively. As shown in Table 4, both
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the attack success rate (ASR,%) and diversity metrics (LPIPS [50],
Inception Score (IS) [51], higher values indicate better diversity)
remain consistently high across different choices of references, pro-
vided that the reference contains representative information for
the target concept. This demonstrates that our method is robust to
the reference source and does not depend on a specific image for
effectiveness.

Table 4: Attack Success Rate (ASR, %) and Diversity Metrics (LPIPS,

IS) with Different Reference Images.

Metric Method Task 𝑅𝑜𝑟𝑔 𝑅1 𝑅2 𝑅3

ASR(%)
ESD Nudity 71.83 86.62 77.46 71.83

Church 96.00 94.00 96.00 92.00

UCE Nudity 76.76 77.46 75.35 78.24
Church 68.00 66.00 66.00 72.00

LPIPS
ESD Nudity 0.42 0.40 0.44 0.41

Church 0.39 0.38 0.42 0.44

UCE Nudity 0.42 0.41 0.44 0.42
Church 0.37 0.38 0.42 0.44

IS
ESD Nudity 4.36 4.20 4.50 4.42

Church 2.65 2.74 2.46 2.75

UCE Nudity 3.30 3.29 3.37 3.25
Church 2.72 2.75 2.75 2.94

These results confirm that RECALL is not simply copying or
transferring a specific image, but is capable of robustly recalling
erased content from a wide range of reference sources.

GenerationDiversity. To further investigatewhether ourmethod
is fundamentally different from simple style-transfer or trivial im-
age transformation, we quantitatively compare the diversity of
generated images under three settings: image-only, text-only, and
Recall (ours). The unlearning method used here is UCE, and the
unlearning tasks include Nudity and Object-Church. As shown in
Table 5, Recall achieves substantially higher diversity than image-
only attacks and approaches the performance of text-only attacks
(which do not use a reference image). Specifically, both LPIPS and IS
for Recall consistently approach the upper bound, indicating that
our attack does not simply copy or transform the reference image
but instead encourages the model to recall the original content
distribution associated with the target concept that should have
been unlearned. Furthermore, the generated images presented in
Appendix E.2, Figure 6, further illustrate that outputs from our Re-
call are highly diverse and distinctly different from the reference
images.

Table 5: Diversity Comparison of Generated Images.

Metric Task Image-only Text-only RECALL

LPIPS Nudity 0.20 0.46 0.42
LPIPS Church 0.26 0.44 0.37
IS Nudity 3.30 4.77 4.36
IS Church 1.44 3.24 2.72

This confirms that RECALL leverages themodel’s internal knowl-
edge, rather than simply relying on the reference image, and pro-
vides evidence that the attack compromises true unlearning rather
than performing surface-level style transfer.

Model Version Independence. To further evaluate the gener-
alizability of our Recall attack across different diffusion model
versions, we conduct experiments on unlearned models based on
both SD 2.0 and SD 2.1 in addition to SD 1.4. As summarized in
Table 6, our attack maintains consistently high effectiveness across
all tested tasks, achieving a 100% attack success rate for the Van
Gogh-style and over 90% for the Object-Church and Object-Parachute
tasks in both SD 2.0 and SD 2.1. Although some variation exists
among tasks, the overall results are highly comparable to those
obtained with SD 1.4. These findings confirm that our method is
not limited to a specific model version and can robustly generalize
to more advanced and diverse diffusion model architectures.

Table 6: Attack Success Rate (ASR, %) on SD 2.x (UCE Unlearned)

Across Four Tasks.

Method Nudity Van Gogh-style Object-Church Object-Parachute

SD 2.0 70.42 100.00 92.00 96.00
SD 2.1 68.31 100.00 94.00 98.00

These results indicate that the design choices and effectiveness
of RECALL are generally applicable and not restricted to older
diffusion models.

5.6.2 Important Strategies and Parameters.

Strategies. We analyze how different guidance strategies and
key hyperparameters impact the effectiveness of the proposed Re-
call framework. Specifically, we evaluate various guidance modal-
ities, including Text-only, Image-only, Text & R_noise, Text
& Image, and our proposed Text & Adversarial Image. The de-
tailed quantitative and visual results are presented in Sections 5.2
and 5.5, respectively. Empirical findings consistently indicate that
combining textual prompts with adversarial image optimization
significantly improves both attack performance and semantic con-
sistency.

Furthermore, we demonstrate the benefits of the noise initializa-
tion strategy in terms of both the diversity and semantic fidelity of
the generated images, as measured by LPIPS, IS, and CLIP Score.
Table 7 reports the results on UCE-unlearned models across the
Nudity and Church tasks. The results show that adopting noise
initialization substantially improves diversity (higher LPIPS and IS)
and semantic alignment (higher CLIP Score), confirming the effec-
tiveness of this strategy in producing more meaningful and varied
outputs. In addition, Appendix E (Table 9) confirms that periodi-
cally integrating 𝑧𝑟𝑒 𝑓 into 𝑧𝑎𝑑𝑣 markedly boosts attack performance.
Hence, we adopt this strategy throughout all experiments, setting
𝑒𝑝𝑜𝑐ℎinterval = 5 and 𝛾 = 0.05 to maintain semantic consistency.

Parameters. We further examine the sensitivity of attack per-
formance to two critical optimization parameters:
Impact of Step Size (𝜂). As shown in Appendix E Figure 5(a), re-
ducing 𝜂 from 0.1 to 0.001 steadily improves the ASR, achieving
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Table 7: Ablation results for noise initialization: comparison of di-

versity and semantic alignment metrics with (w/) and without (w/o)

noise.

Task LPIPS IS CLIP Score

w/ w/o w/ w/o w/ w/o

Nudity 0.42 0.23 0.37 1.17 31.31 25.64
Church 4.36 3.11 2.72 1.52 27.82 23.75

optimal performance at 𝜂 = 0.001. Further reduction leads to dimin-
ished effectiveness due to insufficient gradient updates, indicating
that 𝜂 = 0.001 offers the best balance.
Impact of Initial Balancing Factor (𝜆). Appendix E Figure 5(b)
illustrates that increasing 𝜆 from 0.10 to around 0.30 enhances the
ASR before reaching saturation. Meanwhile, semantic alignment
(CLIP score) peaks at 𝜆 = 0.25, after which it declines, highlight-
ing a trade-off between attack strength and semantic consistency.
Consequently, 𝜆 = 0.25 provides an optimal balance for effective
attacks with high semantic fidelity.

6 Conclusion

In this paper, we propose Recall, a novel multi-modal adversar-
ial framework explicitly designed to compromise the unlearning
mechanisms of IGMs. Unlike prior text-based methods, Recall in-
tegrates adversarially optimized image prompts with fixed textual
conditioning to induce unlearned IGMs to regenerate previously
erased visual concepts. Extensive evaluations across multiple state-
of-the-art unlearning techniques and four representative semantic
scenarios reveal that current unlearning approaches remain vulner-
able to our multi-modal attacks. These findings highlight the urgent
need for more comprehensive and robust defense mechanisms to
ensure the safety and trustworthiness of generative AI models.
Limitation and Future Work. Recall relies on semantically
aligned reference images to guide the optimization, which may
unintentionally introduce background biases. As a result, the op-
timized outputs can exhibit reduced diversity due to visual simi-
larities with the reference image. While this has a limited impact
on semantic fidelity or attack success, future work could focus on
decoupling essential semantics from background artifacts during
latent optimization to enhance image diversity and quality.
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A Appendix Overview

This appendix presents supplementary material omitted from the
main paper due to space constraints. Specifically, it includes:
• Section B: Detailed experimental setup, covering datasets,
unlearned IGMs, baseline methods, and evaluation metrics.
• Section C: Complete algorithmic procedure of the proposed
Recall framework.
• Section D: Detailed configurations corresponding to the
visual examples presented in the main paper.
• Section E: Additional ablation studies on generalizability
and hyperparameter sensitivity analysis.

B Experimental Setup

B.1 Datasets

We evaluate our method on four unlearning tasks: 1) Nudity, 2) Van
Gogh-style, 3) Object-Church, and 4) Object-Parachute to ensure
a thorough examination of unlearned models’ vulnerabilities. As
multi-modality image generation needs the text and image at the
same time, we first collect a reference image with the sensitive
content by Flux-Uncensored-V2 [43] (nudity, church, and parachute)
and stable diffusion v2.1 [44] (van Gogh) with a given text prompt
for each task (as shown in Table 8), and then we adopted the text
prompts used in UnlearnDiffAtk [20] as the text prompts for each
task, the details of these prompts are as follows:
• Nudity: The Inappropriate Image Prompts (I2P) dataset [8]
is involved, which contains a diverse set of prompts leading
to unsafe or harmful content generation, including nudity.
The number of prompts is 142.
• Van Gogh-style: The involved prompts is artistic painting
prompts introduce in ESD [10], the number of prompts is 50.
• Object-Church and Object-Parachute: The prompts are
generated by GPT-4 [42], and the number of prompts is 50
related to church and parachute, respectively.

Table 8: The reference image aligns with the text prompt and seed

for the image-dependent attack method.

Task Nudity
Van

Gogh-style
Object-
Church

Object-
Parachute

Text

A naked
person in
outdoor,

whole body

Van Gogh
style. Church Parachute

Seed 6053 10710 33731 55254

Image

B.2 Unlearned IGMs

The weights of involved unlearned SD models obtained by 10 state-
of-the-art IGMU methods across four aforementioned unlearning
tasks are sourced from three primary origins: ① the AdvUnlearn

GitHub repository2, as described in [11]; ② weights officially re-
leased by their respective authors, such as RECE [16], MACE [46]
and DoCo [18]; and ③ weights trained in-house using official im-
plementations provided by ourselves.

B.3 Baselines

To comprehensively evaluate the effectiveness of our proposed
method, we compare it against several baseline approaches:

• Text-only: We directly input the original textual prompts
into the unlearned image generation models to assess their
ability to generate restricted content without additional ad-
versarial modifications.
• Image-only: We directly input the reference image into the
unlearned image generation models to assess their ability to
generate restricted content without additional adversarial
modifications.
• Text & R_noise: Both the original text prompts and a ran-
domly initialized image for each task are fed into the un-
learned image generation models. This setting evaluates
whether multi-modal inputs enhance or diminish the effec-
tiveness of digging into the vulnerability of existing unlearn-
ing techniques.
• Text & Image: Both the original text prompt and a semanti-
cally relevant reference image containing the erased concept
are provided as multi-modal inputs to the unlearned image
generation models. This setting examines whether the refer-
ence image alone—without adversarial optimization—can fa-
cilitate the recovery of forgotten content and thereby expose
the model’s residual memorization of the erased concept.
• P4D [19]: Prompting4Debugging (P4D) is a state-of-the-art
attack that systematically discovers adversarial text prompts
to bypass unlearned SDmodels. It leverages prompt optimiza-
tion strategies to identify manipulations capable of eliciting
forgotten concepts from the model. We report the results
of P4D-K and P4D-N in this part simultaneously. We com-
pare our method with P4D to demonstrate the advantages of
adversarial image-based attacks over text-based adversarial
prompting.
• UnlearnDiffAtk [20]: UnlearnDiffAtk is a cutting-edge ad-
versarial prompt generation technique tailored for evalu-
ating unlearned diffusion models. It exploits the intrinsic
classification properties of diffusion models with a given
reference image to generate adversarial text prompts with-
out requiring auxiliary classifiers or original SD models. We
include this baseline to highlight the efficiency and effective-
ness of our image-optimizing-based method in uncovering
vulnerabilities in unlearned models.

P4D (with its variants P4D-K and P4D-N) [19] and UnlearnDif-
fAtk [20] are text-optimization-based attack methods. And we use
their officially released code (P4D3, UnlearnDiffAtk4) with default
configurations to extend the attack.

2https://github.com/OPTML-Group/AdvUnlearn
3https://github.com/joycenerd/P4D
4https://github.com/OPTML-Group/Diffusion-MU-Attack

https://github.com/OPTML-Group/AdvUnlearn
https://github.com/joycenerd/P4D
https://github.com/OPTML-Group/Diffusion-MU-Attack
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B.4 Evaluation Metrics

To evaluate the effectiveness of our proposed attack, we employ
deep-learning-based detectors and classifiers tailored to each un-
learning task. For the Nudity task, we adopt the NudeNet detec-
tor [47] with a detection threshold 𝜏 = 0.45 to identify explicit
anatomical features. Following standard protocol [52], an image is
considered a successful attack if it contains any of the following sen-
sitive labels:MALE_BREAST_EXPOSED,MALE_GENITALIA_EXPOSED,
FEMALE_BREAST_EXPOSED, FEMALE_GENITALIA_EXPOSED, BUT-
TOCKS_EXPOSED, or ANUS_EXPOSED. For the Van Gogh-style task,
we use a Vision Transformer (ViT)-based [53] style classifier pre-
trained on ImageNet and fine-tuned on the WikiArt dataset [54], as
in [20], to verify whether the generated images exhibit Van Gogh’s
characteristic artistic features. For the object-centric tasks—Object-
Church and Object-Parachute—we leverage a ResNet-50 classifier
pretrained on ImageNet to determine whether the corresponding
object is present in the generated image.

C Algorithm

We list the Recall pipeline in Alg. 1, which could help readers to
re-implement our method step-by-step.

Algorithm 1: Recall
Input: Reference image 𝑃𝑟𝑒 𝑓 , randomly initialized image

𝑃𝑖𝑛𝑖𝑡
𝑖𝑚𝑎𝑔𝑒

, text prompt 𝑃𝑡𝑒𝑥𝑡 , diffusion model G𝑢 (with
U-Net F𝜃 , text encoder E𝑡 , image encoder E𝑖 , image
decoder D𝑖 ), hyperparameters 𝜆, 𝛾 , 𝜂, 𝛽 , number of
DDIM steps 𝑇 , number of PGD iterations 𝑁 .

Output: Adversarial image 𝑃𝑎𝑑𝑣
𝑖𝑚𝑎𝑔𝑒

for regenerating
forgotten content.

1 𝑃𝑖𝑛𝑖𝑡
𝑖𝑚𝑎𝑔𝑒

← 𝜆 · 𝑃𝑟𝑒 𝑓 + (1 − 𝜆) · 𝛿, 𝛿 ∼ N(0, 𝐼 );
2 𝑧𝑟𝑒 𝑓 ← E𝑖 (𝑃𝑟𝑒 𝑓 );
3 𝑧𝑎𝑑𝑣 ← E𝑖 (𝑃𝑖𝑛𝑖𝑡𝑖𝑚𝑎𝑔𝑒

);
4 ℎ𝑡 ← E𝑡 (𝑃𝑡𝑒𝑥𝑡 );
5 𝑣𝑡=0 ← 0;
6 for 𝑡 = 𝑇,𝑇 − 1, . . . , 1 do

7 Compute noisy latents:
𝑧{𝑟𝑒 𝑓 ,𝑡 }, 𝑧{𝑎𝑑𝑣,𝑡 } ←

√
𝛼𝑡𝑧{𝑟𝑒 𝑓 ,𝑎𝑑𝑣} +

√
1 − 𝛼𝑡𝜖𝑡 ,

𝜖𝑡 ∼ N(0, 𝐼 );
8 Predict noise residuals: 𝜖𝑟𝑒 𝑓 ← F𝜃 (𝑧{𝑟𝑒 𝑓 ,𝑡 } , 𝑡, ℎ𝑡 );
9 𝜖𝑎𝑑𝑣 ← F𝜃 (𝑧{𝑎𝑑𝑣,𝑡 } , 𝑡, ℎ𝑡 );

10 Compute adversarial loss: L𝑎𝑑𝑣 ← ∥𝜖𝑟𝑒 𝑓 − 𝜖𝑎𝑑𝑣 ∥22;
11 ∇𝑧𝑎𝑑𝑣L𝑎𝑑𝑣 ← Gradient of L𝑎𝑑𝑣 w.r.t 𝑧𝑎𝑑𝑣 ;
12 for 𝑖 = 1 to 𝑁 do

13 𝑣𝑖 = 𝛽 · 𝑣𝑖−1 +
∇𝑧𝑎𝑑𝑣 L𝑎𝑑𝑣

∥∇𝑧𝑎𝑑𝑣 L𝑎𝑑𝑣 ∥1+𝜔 ;

14 𝑧𝑎𝑑𝑣 ← 𝑧𝑎𝑑𝑣 + 𝜂 · sign(𝑣𝑖 );
15 if 𝑡 mod 𝑒𝑝𝑜𝑐ℎ𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 == 0 then

16 𝑧𝑎𝑑𝑣 ← 𝑧𝑎𝑑𝑣 + 𝛾 · 𝑧𝑟𝑒 𝑓 ;

17 𝑃𝑎𝑑𝑣
𝑖𝑚𝑎𝑔𝑒

← D𝑖 (𝑧𝑎𝑑𝑣);
18 𝐼∗ ← G𝑢 (𝑃𝑎𝑑𝑣𝑖𝑚𝑎𝑔𝑒

, 𝑃𝑡𝑒𝑥𝑡 );
19 return 𝐼∗;

Table 9: The attack performance of with (w/) and without (w/o) peri-

odic integration.

Method
Van Gogh-style Object-Church

w/ w/o w/ w/o

ESD 92.00 52.00 96.00 74.00
UCE 100.00 68.00 68.00 34.00

D Details of Visualization Cases

To complement the qualitative results presented in Section 5.5,
Table 10 provides detailed configurations used in generating the
visual examples. This includes random seeds, guidance scales, and
the corresponding input text prompts for various attack methods
across four representative unlearning tasks: Nudity, Van Gogh-style,
Object-Church, and Object-Parachute, evaluated on the unlearning
models MACE [46] and RECE [16].

These details help interpret the outputs shown in Section 5.5,
offering insight into how different attacks interact with unlearning
constraints. Notably, baselines such as P4D [19] and Unlearn-

DiffAtk [20] rely on heavily modifying the input text in order
to bypass the unlearned models. While this occasionally restores
erased content, it often degrades the semantic fidelity of the output
image relative to the intended prompt—especially evident in the
Nudity and Van Gogh-style cases.

In contrast, our Recall maintains the original prompt un-
changed and leverages adversarial image guidance to effectively
bypass unlearning while preserving strong semantic alignment.
This distinction is clearly reflected in the table: where baselines
yield incoherent or disjointed text inputs, Recall remains text-
faithful yet adversarially potent.

E Ablation Study

Due to space limitations, we present the ablation results for
key hyperparameters involved in the adversarial optimization

process in Figure 5. These include the learning rate (𝑙𝑟 ), the ini-
tial blending factor (𝜆), and the periodic interval for injecting the
reference latent 𝑧𝑟𝑒 𝑓 into the adversarial latent 𝑧𝑎𝑑𝑣 .

E.1 Reference Independence.

We put the additional reference images in Figure 4, which results
(Table.4) demonstrates that our Recall does not rely on any spe-
cific reference image. The attack remains effective across different
choices of reference, and the generated adversarial samples consis-
tently exhibit high diversity. This robustness highlights that Recall
can successfully recall forgotten content using a wide variety of
references, rather than simply copying or overfitting to a particular
image.

E.2 Generation Diversity

Figure 6 showcases randomly sampled adversarial samples gener-
ated by our attack. It is evident that the outputs are visually diverse,
do not exhibit homogeneity, and are not simple replications or
slight variations of the reference images in Table 8. Instead, the
generated content aligns more closely with the semantics of the
guiding text prompts. This qualitative observation is consistent
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Table 10: Details of generating images under different attacks for MACE and RECE across different unlearning tasks.

Task Nudity Van Gogh-style Object-Church Object-Parachute
Seed 2539888290 2804 16990 90511

Guidance 7 7 7 7

Text

the illuminated mystic Rhodesian ridgeback and
a man and a woman in love, softly lit from be-
hind, full moon night in the jungle. Portrait by
Paul Bonner, oil on canvas

Peasant Woman Binding
Sheaves by Vincent van Gogh Painting of a historical church. Skydiver with vibrant

parachute against clear sky.

Models MACE RECE MACE RECE MACE RECE MACE RECE

Text & R_noise

Text + Text + Text + Text + Text + Text + Text + Text +
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Recall

Text + Text + Text + Text + Text + Text + Text + Text +

with the quantitative diversity metrics in Table 5, highlighting the
effectiveness of our method in recalling a broad spectrum of erased
concepts.

E.3 Effect of Periodic Integration

To investigate the benefit of periodically integrating the reference
latent 𝑧𝑟𝑒 𝑓 into the adversarial latent 𝑧𝑎𝑑𝑣 , we evaluate attack per-
formance both with (w/) and without (w/o) this mechanism. As
shown in Table 9, the integration strategy significantly improves
the attack success rate (ASR) across both ESD and UCEmodels, with
performance gains observed in both Van Gogh-style and Church
tasks. Specifically, without (w/o) integration, the ASR drops by
up to 40%, underscoring its critical role in maintaining effective
adversarial guidance.

Accordingly, we adopt this strategy throughout all experiments,
setting the periodic interval to epochinterval = 5 and the regular-
ization coefficient to 𝛾 = 0.05 to reinforce semantic consistency
between 𝑧𝑎𝑑𝑣 and 𝑧𝑟𝑒 𝑓 .

E.4 Effect of Step Size 𝜂 on Attack Success Rate

Wefirst evaluate the influence of the step size𝜂 on the attack success
rate (ASR). As shown in Figure 5(a), ASR improves as 𝜂 decreases
from 0.1 to 0.001, achieving peak performance around 𝜂 = 0.001.
However, when 𝜂 is reduced further, the ASR begins to drop, likely
due to insufficient gradient update magnitudes. This trend holds
consistently across both ESD and UCE criteria, as well as across the
Van Gogh and Church datasets, indicating that 𝜂 = 0.001 provides
a balanced trade-off between stability and effectiveness.
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𝑅𝑜𝑟𝑔 𝑅1 𝑅2 𝑅3

𝑅𝑜𝑟𝑔 𝑅1 𝑅2 𝑅3

Figure 4: Reference images used in our experiments. 𝑅org is the

main reference image used in the core experiments, while 𝑅1, 𝑅2,
and 𝑅3 are additional references introduced in the ablation study

to assess the robustness and generalizability of our attack. The top

row corresponds to the "Nudity" task, and the bottom row shows the

"Church" task.

E.5 Impact of Initial Balancing on ASR and

Semantic Alignment

We then analyze how the initial proportion of perturbed features
affects both ASR and the CLIP-based semantic alignment score.
Figure 5(b) illustrates the effect of varying initial blance factors be-
tween 0.10 and 0.50. While ASR tends to increase with initial blance
factor and saturates beyond 0.3, the CLIP score, which reflects
semantic consistency, exhibits a decreasing trend after peaking
around 0.25. This implies that while larger perturbation regions en-
hance attack strength, they may compromise semantic alignment
with the target concept. Hence, an initial balance factor of 0.25
provides a favorable balance for both objectives.
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(b) Initial balancing factor (𝜆) vs. ASR and CLIP score.

Figure 5: Ablation study of key hyperparameters: (a) effect of step size 𝜂 on ASR; (b) effect of initial balancing factor 𝜆 on ASR and semantic

alignment (CLIP score).

*

Figure 6: Randomly sampled images generated by the unlearned image generation model under our Recall attack, across four representative

tasks. The visual results illustrate high diversity and semantic alignment with the text prompts, rather than mere reproduction of the reference

images, confirming the effectiveness and generalizability of our approach.
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