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Abstract

Differentially private (DP) mechanisms are difficult to interpret and calibrate because existing methods for mapping
standard privacy parameters to concrete privacy risks—re-identification, attribute inference, and data reconstruction—
are both overly pessimistic and inconsistent. In this work, we use the hypothesis-testing interpretation of DP ( f-DP),
and determine that bounds on attack success can take the same unified form across re-identification, attribute in-
ference, and data reconstruction risks. Our unified bounds are (1) consistent across a multitude of attack settings,
and (2) tunable, enabling practitioners to evaluate risk with respect to arbitrary (including worst-case) levels of
baseline risk. Empirically, our results are tighter than prior methods using e-DP, Rényi DP, and concentrated DP.
As a result, calibrating noise using our bounds can reduce the required noise by 20% at the same risk level, which
yields, e.g., more than 15pp accuracy increase in a text classification task. Overall, this unifying perspective pro-
vides a principled framework for interpreting and calibrating the degree of protection in DP against specific levels
of re-identification, attribute inference, or data reconstruction risk.

1 Introduction

Releases of models and statistics derived from personal data—such as de-identified and synthetic data releases, out-
comes of statistical analyses, and machine-learning models—can reveal information about individuals in the data.
These releases can be classified into record-level (releasing de-identified or obfuscated records) and aggregate (releas-
ing statistical properties and models) [Gadotti et al., 2024]. The disclosure of such information incurs different types
of privacy risks, which are legislated differently across jurisdictions and regulatory frameworks.

In record-level releases, information leakage can occur via singling out of an individual [Cohen and Nissim, 2020],
e.g., determining that there is only one Colombian woman fluent in Mandarin over the age of 60 in the dataset.
When combined with external information, singling out can result in a person’s re-identification. Re-identification is
harmful when it enables inference of previously unknown personal attributes by an attacker, e.g., disease status or
voting record [Sweeney, 2002]. Although in aggregate releases there is no one-to-one mapping between the released
information and individuals, sensitive information can still be inferred via attribute inference or data-reconstruction
attacks [Fredrikson et al., 2015; Yeom et al., 2018; Balle et al., 2022], in which the adversary could, e.g., inspect the
confidence outputs of a predictive model to infer one or more unknown attributes of an individual. These notions
of risk are interpretable and appear in data-protection guidelines such as ISO standards [ISO/IEC 27559:2022], or
guidelines from the European Medicines Agency [European Medicines Agency, 2018].

Differential privacy (DP) [Dwork et al., 2014] is a standard tool for controlling information leakage in record-
level and aggregate data disclosures. The goal of DP mechanisms is to mask the contribution of each individual
in the release via noise injection and randomization. One of the core challenges in applying DP in practice is its
interpretation [Franzen et al., 2022; Nanayakkara et al., 2023], as DP parameters do not trivially bound concrete risks
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Figure 1: Our results offer a unified and more precise way to interpret and calibrate DP mechanisms in terms of
re-identification, attribute inference, and data reconstruction risks. Top: The success of all these attacks cannot be
higher than the power of the worst-case membership inference attack, which we immediately obtain from the f
function in the decision-theoretic characterization of privacy mechanisms— f-DP. Bottom left: enable to
add =~ 20% less noise at any given level of risk compared to using prior methods (see Section 4 for details). Bottom
middle: Less noise translates into up to &~ 18pp improved task accuracy (shown: DP-SGD for sentiment classification
with GPT-2). Bottom right: The unifying risk measure is tunable—we can either estimate post-release risk for any
given level of baseline risk, or measure the worst-case risk (shown: US 2020 Census state-level data).

such as re-identification, attribute inference, and data reconstruction. In the standard practice, information leakage
in DP is quantified by two parameters: ¢, with values closer to zero meaning better privacy, and J, which should be
kept cryptographically small [Vadhan, 2017].

There are few established guidelines for selecting DP parameters (&, §), and often contradictory standards are
adopted in practice. For example, heuristics such as ¢ < 10 are common in deep learning [Ponomareva et al., 2023].
When translated to concrete privacy risks, such choices can result in vacuous privacy guarantees: in theory, € ~ 10
can yield a more than 99% worst-case attribute-inference accuracy.' This poor performance is not due to inherent
limitations of DP itself—instead, it is a reflection of the imprecise nature of existing methods that convert between
DP guarantees and notions of privacy risk. In fact, empirical evidence shows that even € > 10 still prevents practical
reconstruction attacks [Ziller et al., 2024; Hayes et al., 2024].

In this paper, we use the decision-theoretic characterization of DP known as f-DP [Dong et al., 2022] to unify
and improve existing conversion bounds between DP and different notions of privacy risk. We work under the
strong-adversary threat model, in which the adversary has access to the entire dataset except for one element, and
has a certain prior distribution over the remaining element. Inspired by Cohen and Nissim [2020], we characterize
the attack success probability of the adversary after observing the output of a DP mechanism as a function of the
attack’s baseline probability without the DP output. Surprisingly, we find that under the strong threat model, we can
simultaneously bound the success probability of re-identification, attribute inference, and reconstruction attacks at
once, using the same expression. Importantly, we find that not only this is a convenient way to analyze multiple
kinds of risk at once, but also it provides a significantly tighter bound than prior methods, due to our usage of f-DP.

! Accuracy < :z—i‘j, based on the result by Kairouz et al. [2015] via Humphries et al. [2023]; Salem et al. [2023].



See Fig. 1 for an illustration of these properties, with more details in Section 4.

As a concrete example, consider the release of all state-level US 2020 Census data, which satisfies DP with ¢ =
10.6 at 6 = 10719, A standard risk analysis [Salem et al., 2023] would indicate that the maximum difference between
success and baseline probabilities of an attribute inference attack is > 99pp, a more involved numeric analysis [Balle
et al., 2022] based on the notion of Rényi DP [Mironov, 2017] yields 73pp, whereas our worst-case bound yields 52pp.
Moreover, if we assume an adversary with a specific goal and background knowledge, e.g., inferring a disease status
with a 1 in 10,000 prevalence in the population, our bound yields < 0.001pp. This corroborates and generalizes
prior observations [Ziller et al., 2024; Hayes et al., 2024] that even ¢ ~ 10 attains meaningful privacy guarantees in
certain regimes, to arbitrary f-DP mechanisms.

To summarize, our contributions are:

« A unifying framework for analyzing re-identification, attribute inference, and data reconstruction risks in the
standard threat model of DP. This includes a new formalization of re-identification risk as a variant of the
notion of predicate-singling out [Cohen and Nissim, 2020], adapted to the standard threat model of DP.

« Demonstration that our bounds offer tighter estimates of risk compared to prior approaches [Cohen and Nis-
sim, 2020; Balle et al., 2022].

« Case studies demonstrating that our results provide a more precise and comprehensive interpretation of pri-
vacy risk for the US 2020 Census than prior methods, and enable noise reduction in DP mechanisms by ap-
proximately 20%, yielding utility improvements in deep learning with DP-SGD of up to 18pp in test accuracy
when calibrating noise to a given level of privacy risk [Kulynych et al., 2024].

+ Novel bounds on generalization and memorization under f-DP as corollaries of our results.

Overall, our unifying perspective provides a principled and easy-to-use framework for interpreting and calibrating
the degree of privacy protection in DP mechanisms against specific levels of privacy risks that are relevant in practice.

2 Background

This section sets up the notation and provides a concise overview of relevant background. We defer a more extensive
overview to Appendix A. Suppose that we have a sensitive dataset, e.g., patient healthcare records, S € D", where D
is the data record space. We want to run a randomized algorithm M (S), e.g., a statistical analysis, or train a machine
learning model, and release its output. We also call M (.S) a mechanism. We denote the space of its outputs as ©,
and a specific output, e.g., a model, as § € ©. We say that two datasets S, .S are neighbouring if they belong to a
neighborhood relation denoted as S ~ S’. In the paper, we consider two standard neighbourhood relations. First,
the add-remove relation in which either S = S" U {z} or S’ = S U {z} for some z € D. Second, the replace-one
relation in which both S and S” have the same size, but differ by exactly one record.

Differential privacy. An algorithm M satisfies (e, §)-DP if for any measurable E C © and S ~ S’, we have
Pr[M(S) € E] < e Pr[M(S’) € E] + 6 [Dwork et al., 2014]. We also make use of the notion of 7)-total-variation
(TV) privacy, which is equivalent to satisfying (0, n)-DP.

Strong-adversary membership inference. DP can be completely characterised via a constraint on the success
rate of strong membership inference attacks (SMIA), which aim to determine whether a given record was part of
the input dataset S based on the output of M(.S). Formally, given a sensitive record z € D, and a partial dataset
SebLlet P=M(S)and Q = M(S U {z}). SMIA [see, e.g., Nasr et al., 2021] is the following hypothesis test:

Hy:0~P and Hy : 0 ~ Q. (1)

“Strong” refers to the fact that the adversary knows all of the partial dataset S, which is a strong assumption in prac-
tice. We discuss and further motivate this threat model in Section 3.1. For a given decision ¢ : © — {0, 1} to reject
the null hypothesis, we can quantify the adversary’s success by characterizing the error rates of the test [Wasser-
man and Zhou, 2010; Kairouz et al., 2015; Dong et al., 2022]: « £ Ep[¢], By £1 - Eq[¢], where oy and (4 are



the false positive rate (FPR) and false negative rate (FNR) respectively. For any desired FPR level a € [0, 1], the
Neyman-Pearson lemma guarantees that there exists an optimal test ¢* which achieves the lowest possible FNR /.
We can thus characterize the SMIA by a trade-off curve, a function which shows the lowest FNR achieved by the most
powerful level « test for any level of FPR: (P, Q)(a) £ infy. o_j0,11{Bs | @ty < o}. This trade-off curve forms the
basis of a more general version of DP called f-DP: a mechanism M satisfies f-DP if for any S ~ S” and « € [0, 1]
we have that T (M (S), M(S"))(«) > f(«). This formulation is more general than DP: a mechanism M is (¢, §)-DP
iff it satisfies f-DP with:

f(a) =max{0,1 —d —ea, e (1 =9 —)}. 2)

Notably, f-DP is closed under post-processing: if M (-) satisfies f-DP, then so does g o M for any deterministic or
randomized mapping ¢g(-). We make use of a lesser known representation of f-DP:

Lemma 2.1. An algorithm M (-) satisfies f-DP iff for any measurable E C © and any S ~ S’:
Pr[M(S) € E] <1— f(Pr[M(S') € E]). (3)

This form also appears in Kifer et al. [2022], and we provide a self-contained proof in Appendix C. Another
property f-DP that is relevant to our work is that it implies #-TV privacy with 7 = max, (1 — f(a) — a) [Kaissis
et al., 2024]. As a result, even though TV privacy on its own is a weak notion of privacy [Vadhan, 2017], any f-DP
algorithm implies TV privacy for some 1 > 0.

3 Bounding Operational Privacy Risks

Next, we introduce formalizations of standard notions of risk in privacy-preserving statistics and learning: singling
out, attribute inference, and data reconstruction. Our main results enable the analysis of these risks under a unifying
framework given by f-DP.

3.1 Threat Model

We focus on the risk within the strong threat model [see, e.g., Cuff and Yu, 2016; Nasr et al., 2021; Balle et al., 2022], in
which the adversary has access to the workings of the privacy-preserving algorithm M (-), has access to the partial
dataset S except for one target record z, and has side information about the remaining record in the form of a
prior distribution z ~ P. Although this might seem like an overly strong model, providing security in this setting
is desirable because it represents the worst-case scenario for attacks against privacy of individuals. In particular,
as the adversary knows the partial dataset, it captures even the case when the adversary can partially poison the
data [Leemann et al., 2024]. By bounding the success of the strong adversary, we automatically bound the success
of attacks under any other threat model that is weaker or more realistic for a specific application.

In addition, we discuss existing risk notions which assume that the adversary does not have access to the partial
dataset, but knows the data distribution S ~ P"™—we call this the average-dataset threat model. We summarize the
difference between these threat models in Table 1 in Appendix H.

3.2 Notions of Risk

Singling-out risk. We introduce formalizations of singling-out risk based on the notion of predicate singling
out (PSO) [Cohen and Nissim, 2020]. For the purpose of our work, we use singling-out risk and re-identification
risk interchangeably for brevity, although singling out is only a necessary condition for re-identification, and other
approaches to defining re-identification (e.g., also capturing inference) exist [Article 29 Data Protection Working
Party, 2014].

Definition 3.1 (PSO security). For a given n. > 1, mechanism M : D" — O, data distribution P over D, weight
w € [0,Y/n], and adversary A, pr paw 1 © — Qp., which outputs a predicate that aims to single out one record in the



training dataset from the set of admissible predicates Qp,, = {p | p: D — {0,1},Ep[p] < w}, we define the PSO
success rate as follows:

succpso(n, M, P,w; A) £ SP}rw [Z p(z) = 1] , (4)
p—An M, pw(M(S)) LzES
and the baseline success as:
A _ _ n—1
basepso(n, P,w) = sup Pr Zp(z) =1| = sup nEp[p]- (1 —Ep[p])" . (5)
pEOP.w S~P" | T2 PEQP,w

Observe that PSO security does not assume that the adversary has access to the dataset beyond its distribution
S ~ P", thus assumes the average-dataset threat model. As we are interested in the strong-adversary model, we
introduce a new notion of PSO security where we give the adversary the entire dataset except for one element:

Definition 3.2 (SPSO security). For a given n > 1, mechanism M : D" — O, partial dataset S € D"~!, data
distribution P over a candidate set W C D, weight w € [0, /x|, and adversary Ay; 5 p .., : © — Qg p.,, which outputs
a predicate that aims to single out the unknown record in the training dataset from the set of predicates Qs p,, C
I p:D—={0,1},>, cgp(2') = 0,Ep[p] < w}, we define the strong PSO (SPSO) success rate as follows:

succspso(M, S, P,w; A) £ Pl;: [p(z) =1], (6)
PH-AMS,P,W(M(SU{Z}))

and the baseline success as basespso(S, P, w) = SUPpcqy . Planp [p(z) =1].

Note that in SPSO the goal of the adversary is to construct a predicate that singles out only the unknown record
z with a known prior P, as opposed to the PSO adversary who has no particular target. We provide additional
background on PSO in Appendix B.

Attribute inference and reconstruction attacks. Following Balle et al. [2022], we formalize attribute inference
and data reconstruction attacks using the notion of reconstruction robustness:

1}eﬁnition 3.3 (SRR security). Fora givenn > 1, mechanism M : 20 s O, data distribution P overD, partial dataset
S € DL, loss function £ : D x D — R, threshold v € R, and reconstruction attack Arrsp 1 © — D, we define the
strong reconstruction robustness (SRR) success rate as follows:

succsrr(M, S, Py A, 6,v) = FPr [0(z,2) <A], (7)
2Ap 5, p(M(SU{z}))

and the baseline success as basesgr(P; £,7) = supep Prop [((2,2) < 7).
Robustness against attribute inference attacks can be seen as a special case of SRR:

Definition 3.4 (SAI security). For a givenn > 1, mechanism M : 2° — ©, set of attributes A = {1,..., k}, mapping
from records to attributes a : D — A, data distribution P over D, partial dataset S € D"~1, and attribute inference
attack Ap; 5 p : © — A, the strong attribute inference (SAI) success rate is defined as:

succsai(M, S, P; A, a) & Pr [a(z) = a], (8)
Ay 5 p(M(SU{z}))

and the baseline success as basesar(P,a) £ supcn Pr.p [a(z) = a] .

We review the prior methods to bound these notions of risk under DP in Appendix B.



3.3 Main Results: Unifying Bounds

Our core contribution is a unifying relationship between the hypothesis-testing interpretation of DP via f-DP and
the operational notions of privacy risk in the strong adversary model defined in Section 3.2. We achieve this via a
general theorem that connects the expectation of an attack-specific “query” function ¢(z, @) over the randomness of
6 ~ M(SU{z})and z ~ P to the maximum “baseline” expectation of the same function over just z ~ P:

Theorem 3.1. Suppose that M : 2° — © satisfies f-DP w.r.t. either add-remove or replace-one relation. Then, for any
bounded function q : D x © — [0,1], any partial dataset S € D"~ withn > 1, and any probability distribution P
over D, we have:

Eonp Egonr(sugey [0(2:0)] <1 f (ggg E.~p [q(2; 9)]) : )

Intuitively, the function ¢(z; #) can be seen as indicating the degree of success of some attack against the privacy
of the record z given the knowledge of a model #, on a scale from 0 to 1. We provide a proof of this theorem, as
well as of all the following results, in Appendix C. Technically, the core steps of the proof involve the usage of the
representation of f-DP in Lemma 2.1, and an application of Jensen’s inequality to push the expectation over z ~ P
inside of f(a).

We recover the notions of risk in Section 3.2 by applying Theorem 3.1 to A(M (SU{z}))—which itselfis an f-DP
algorithm by the post-processing property—and by taking a relevant instantiation of ¢(z; 0), e.g., the indicator of a
successful reconstruction event, ¢(z;0) = 1[¢(z,.A(6)) < ], in the case of reconstruction attacks. As a result, we
get a unifying bound on risk success:

Theorem 3.2 (Informal). Suppose that M(-) satisfies f-DP w.r.t. either add-remove or replace-one relation. For SPSO,
SRR, and SAL it holds that:
SUCCspso, srr, sa < 1 — f(base[spso, srr sa)- (10)

We provide a precise statement including the missing arguments for each risk notion in Appendix C.

Normalized success. Multiple prior works have observed that privacy analyses based on attack success alone can
be misleading [Guerra-Balboa et al., 2023; Salem et al., 2023; Cohen et al., 2025]. Thus, for all notions of risk, we
consider an additional representation of risk in terms of success normalized by the baseline via additive advantage:
adv £ succ — base, where we drop the arguments for brevity. As a consequence of Theorem 3.2, we obtain:

Theorem 3.3 (Informal). Suppose that M (-) satisfies f-DP w.r.t. either add-remove or replace-one relation. For SPSO,
SRR, and SAL it holds that:

adV[spso, srrsa) < 1 — f (base[spso, SRR, SAI]) - base[spso, SRR, SAI - (11)
Theorem 3.3 trivially extends to other ways to normalize attack success, such as % [see, e.g., Guo et al.,
2023] or }:Z‘;ﬁ; [see, e.g., Chatzikokolakis et al., 2023]. In the rest of the paper, we use advantage to express risk.

Baseline-independent guarantees. We can also obtain a bound on advantage that is independent of the baseline
by just taking the maximum over all baselines. For this, we use the notion of #-TV privacy, which any f-DP algorithm
satisfies for some 7 (see Section 2).

Theorem 3.4 (Informal). Suppose that the algorithm M (-) satisfiesn)-TV privacy w.r.t. either the add-remove or replace-
one relation. Then, the advantage of SPSO, SRR, and SAI is bounded:

adv(spso, srr, sag < 1- (12)

This result is useful for two reasons: (1) it enables to measure and communicate the worst-case risk across all
baselines using a single number, and (2) we can use standard software tools for analyzing privacy in common algo-
rithms such as DP-SGD [Abadi et al., 2016] by evaluating the DP guarantee for (¢ = 0,6 = n)-DP without the need
to instantiate the full f curve. We detail on these properties next.



3.4 Discussion of the Theoretical Results

Computing the bounds in practice. Effective usage of our baseline-specific bounds in Theorems 3.2 and 3.3
requires an analysis of a privacy-preserving algorithm in terms of f-DP. Although other variants of DP imply f-DP,
e.g., via Eq. (2) for a single pair of (¢, J) guarantees, such conversions are loose [Kulynych et al., 2024]. For simple
mechanisms such as Gaussian or Laplace [Dwork et al., 2014], exact trade-off curves are known [Dong et al., 2022].
For more complex, e.g., composed, algorithms such as DP-SGD, there are two ways to obtain the corresponding f
curve. First, we can estimate it using Eq. (2) from the privacy profile of the algorithm [Balle et al., 2018], i.e., the set
of all attainable (g, §)-DP pairs. This method has been used for privacy auditing previously [Nasr et al., 2023] and is
possible because recent privacy accounting algorithms [see, e.g., Gopi et al., 2021; Alghamdi et al., 2022; Doroshenko
et al.,, 2022] for DP-SGD are capable of tightly characterizing privacy properties. Second, it is possible to analyze
DP-SGD or other algorithms that are compositions of (subsampled) Gaussian and Laplace mechanisms using a direct
method [Kulynych et al., 2024]. See Section 4 for examples.

Tunability. Our bound on advantage in Theorem 3.3 enables practitioners to tune the baseline risk. For instance,
in a low-risk scenario, it might be useful to simulate relevant re-identification or attribute inference attacks, estimate
their plausible baseline risk, and consider the risk of the release with respect to such a baseline, ie., adv < 1 —
f(base) — base. In contrast, in high-risk scenarios, e.g., public model releases, it might be more desirable to ensure
security against the worst-case attacks, thus using the baseline-independent bound of adv < maxpaseco,1](1 —
f(base) — base) < 7 from Theorem 3.4.

On tightness of the bounds. Our bounds are never vacuous, and are saturated for perfectly private and blatantly
non-private mechanisms. However, they can be significantly tightened under additional assumptions on the adver-
sary’s threat model. In particular, we show an example of such strengthening in Appendix D for an important case
of binary attribute inference with non-uniform prior, and empirically show that it provides tighter bounds in this
setting than prior work [Guo et al., 2023].

Beyond privacy. Our results extend to statistical learning theory. Concretely, in Appendix E, we show that our
derivations can be extended to a new kind of generalization bound. Informally, we show that for the on-average
train set error err, and on-average generalization error err [Shalev-Shwartz et al., 2010] of a learning algorithm
satisfying f-DP, it holds that erriesy < 1 — f(erry). Moreover, in Appendix F, we show that our derivations imply a
bound on memorization [Feldman, 2019; Zhang et al., 2023]. We believe these results are of independent interest.

4 Experimental Evaluation

4.1 Bounds Comparison

Singling-out risk. We compare prior bounds on singling-out risk in the average-dataset threat model from Cohen
and Nissim [2020] (detailed in Appendix B) to our bound on SPSO in Theorem 3.3, which operates under a different
threat model. To provide an apples-to-apples comparison, we fix the weight w for both threat models. The baseline
probability for PSO is base = n - w - (1 — w)™~!, whereas it is base = w for SPSO. We use standard Laplace
and Gaussian mechanisms [Dwork et al., 2014] with varying noise levels, and simulate different dataset sizes n €
{500, 1000, 5000} with a fixed weight w = 1/5000. We use § = 107" to derive ¢ for the Gaussian mechanism, and
analyze DP under replace-one relation.

We show the results for the Gaussian mechanism in Fig. 2 (the results for Laplace mechanism are similar, shown
in Appendix H). Unlike the PSO bounds, our bounds provide meaningful guarantees even in the £ € [10, 20] regime,
and saturate only around € ~ 35. Note that our SPSO bound based on f-DP and the strong adversary threat model
shows lower risk than the PSO bound in the average-dataset threat model based on (g, §)-DP. In Appendix F, we
derive a novel PSO guarantee based on f-DP, but we observe no meaningful difference from the (e, §)-DP bound
in Fig. 2 (see Appendix H). We hypothesize that both phenomena are due to the looseness in the derivations of the
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average-dataset PSO results that are not present in the SPSO derivation. We leave the derivation of tighter PSO
bounds as future work.

Reconstruction robustness. Next, we compare prior bounds on SRR from Balle et al. [2022] that are based on
Rényi DP (RDP) [Mironov, 2017] and zero-concentrated DP (zCDP) [Dwork and Rothblum, 2016; Bun and Steinke,
2016], detailed in Appendix B, to our unifying bounds in Theorem 3.3. We use the Gaussian mechanism, analyzed
under the add-one relation. We vary the noise parameter o, and compute € at § = 10~°. For the SRR bounds, we
evaluate separately the bound for a single RDP guarantee (¢,¢) with ¢ = 2, and the bound for the tighter zCDP
guarantee. Fig. 3 demonstrates that our bound always shows lower risk than prior approaches.

4.2 Case Studies

We present two case studies which showcase how our results can be used to interpret and calibrate realistic DP
mechanisms. Additionally, in Appendix G, we discuss another application of our results to a DP statistical-query
answering system [Gaboardi et al., 2020].

Calibrating noise to reconstruction risk in deep learning. It is possible to partially reconstruct training-data
records from observing outputs or weights of classification models [Balle et al., 2022; Mireshghallah et al., 2022] and
language models [Carlini et al., 2022; Mireshghallah et al., 2022]. In this case study, we assume the modeler fine-tunes
a language model for text sentiment classification on the SST-2 dataset [Socher et al., 2013]. In order to limit the
privacy risk to a given threshold, e.g., ensure at most 0.15 increase in the probability of successful reconstruction
under the worst-case baseline, the modeler runs DP-SGD with attack-aware noise calibration [Kulynych et al., 2024].
To simulate this, we fine-tune multiple GPT-2 (small) models [Radford et al., 2019] using a DP version of LoRA [Yu
et al., 2021] (we provide technical details in Appendix G). We obtain the f curve under the add-remove relation for
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than the prior method. x axis shows granularity levels of the release, y axis shows risk of attacks as succ — base
for the worst-case baseline.

each model using the direct method [Kulynych et al., 2024], and apply Theorem 3.3 to measure risk. We compare
this to the RDP-based analysis from Balle et al. [2022], where we optimize RDP over a grid (see Appendix B).

Fig. 1 shows that if we calibrate the noise scale to a given level of maximum attack risk, our unifying bound
enables one to choose a lower noise scale at the same level of risk, which, in turn, results in better classification
accuracy. Fig. 1 (left) shows the risk as a function of noise scale, and Fig. 1 (middle) shows the corresponding
accuracy when training using that noise scale. The figure demonstrates that for the worst-case risk target of 0.15,
we can increase the accuracy from 52% to 70% using our analysis, as opposed to an RDP-based one. Notably, the
increase in accuracy is due to a more precise privacy calculation alone, thus does not come with additional costs. In
Appendix F, we detail on a variant of this case study with CIFAR-10 [Krizhevsky et al., 2009].

Analyzing risk in US Census release. The US Census bureau has released the 2020 Census data using DP [Abowd
et al., 2022]. In this case study, we aim to analyze this release in terms of operational privacy risks using our bounds,
leveraging a recent analysis of the Census algorithm in terms of f-DP [Su et al.,, 2024]. The Census data consists of
eight different levels of granularity, ranging from the US-wide level to block-level, with different privacy guarantees
at each level. The standard analysis uses zCDP, thus we compare Theorem 3.3 to the analysis of data reconstruction
risk via zCDP, as in our previous experiments in Section 4.1.

In Fig. 4, we present the results for each granularity level under the worst-case baseline, which show that our
unifying bound indicates up to 33% less risk. The results for other baselines are similar, shown in Fig. 9, Appendix H.
Moreover, in Fig. 1 (right) we show the risk as a function of baseline for the state-level release as an illustration for
analyzing risk at different baselines.

5 Related Work

Prior work has extensively studied bounds on attack risks in DP. Balle et al. [2022] introduced a formalization of
robustness to reconstruction attacks and provided bounds using (&, 0)-DP, RDP and zCDP. Compared to these, our
bounds are tighter, as we demonstrate in Section 4. Under specialized threat models, these bounds were subsequently
improved by Guo et al. [2023], and by Guerra-Balboa et al. [2023] for the case of (¢, 0)-DP. We additionally study
the bound by Guo et al. [2023], which specifically assumes a discrete prior P, in Appendix D. Cherubin et al. [2024]
provided closed-form bounds on data reconstruction and membership inference advantage for DP-SGD using an
approximate analysis. Our results do not rely on approximations and instead use the tight privacy analysis in terms
of f-DP based on the state-of-the-art DP-SGD accountants, as detailed in Section 3.4. Kaissis et al. [2023]; Hayes et al.
[2024] used a decision-theoretic view of DP via approximations to provide a bound on reconstruction robustness.
In contrast, our work focuses on a unifying view of risk across different attack types, thus expanding the usage of
f-DP to singling-out attacks, and, as discussed before, using exact f-DP privacy analyses via recent techniques.
Recently, Cohen et al. [2025] proposed a unifying notion of risk called narcissus resiliency, which averages over
dataset sampling. The notions of risk we consider under our unifying framework are all tailored to the strong threat
model, which is dataset-specific. We additionally provide bounds on Narcissus resiliency using f-DP in Appendix F.



Salem et al. [2023]; Cummings et al. [2024] provided taxonomies and reductions between risk notions. Our focus is
providing unified analyses using f-DP, as opposed to a taxonomization.

An alternative way to analyze and interpret risk in DP is a Bayesian posterior-to-prior analysis [see, e.g., Wood
et al., 2018; Kifer et al., 2022; Kazan and Reiter, 2024]. We focus on security-based literature instead, where risk
is analyzed from the point of view of relevant adversarial models. See Kifer et al. [2022]; Kaissis et al. [2024] for
connections between the Bayesian view and f-DP.

6 Concluding Remarks

This paper presents a unifying framework for analyzing re-identification, attribute inference, and record reconstruc-
tion risks—realistic privacy threats facing the releases of statistics, models, or de-identified data—using f-differential
privacy, a decision-theoretic approach to differential privacy. We demonstrate that our unifying framework is ap-
plicable to privacy-preserving machine-learning algorithms such as DP-SGD, and statistical applications such as the
US Census data release.

Impact. We have shown that the existing approaches to mapping DP parameters to risk are imprecise. As a result,
in settings where ensuring a certain maximum level of operational risk is required—as opposed to ensuring a target
value of e—practitioners would need to add more noise than is necessary. Not only this hurts overall utility, but
has negative effects on fairness [Bagdasaryan et al., 2019] and prediction consistency [Kulynych et al., 2023]. Our
approach provides a more precise way to estimate maximum risk, enabling practitioners to obtain better utility at
the same level of target risk.

Optimality. Although our bounds outperform prior methods to measure risk in DP, as we show in Appendix D,
they can be significantly strengthened under additional assumptions on the adversarial model, e.g., by assuming the
setting of binary attribute inference. It is an open problem to find other useful and practically relevant settings in
which the results can be further tightened.

Transparent processes to prevent baseline gaming. Our method provides a way to adjust the level of risk to a
given adversarial setting by modeling the baseline risk. This is a strength as it enables to measure the risk of relevant
threats, but also could facilitate privacy theater [Smart et al., 2022] if the communicated or calibrated risk is specific
to a baseline that is too low. In this case, the risk estimate could appear lower than it is. Trustworthy usage of our
baseline-specific results requires ensuring that the baseline is well-justified and representative of realistic threats.
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A Extended Background

This section presents a more extensive overview of the background.

Differential privacy. Differential privacy (DP) is a formal notion of privacy applicable to releases of statistical
information or machine learning models:

Definition A.1 (Dwork et al., 2006). An algorithm M (S) satisfies (&, d)-DP if for any S ~ S’ we have E. (P || Q) <
d, where P and Q) are the respective probability distributions of M (S) and M (S’), and the hockey-stick divergence
between probability distributions is defined as follows:

E(P Q)2 sup P(E) Q) (13)
ECO

We refer to the case when 6 = 0 as pure DP.

Strong-adversary membership inference. DP can be completely characterised via a constraint on the success
rate of membership inference attacks, which aim to determine whether a given record was part of the input dataset
S based on the output of M (.S). Formally, given a sensitive record z € I, and a partial dataset S € D", consider a
probability distribution of the algorithm’s outputs when the record is not part of the dataset, P(E) = Pr,_, GILAS
E), and the respective distribution when the record is present in the data, Q(E) = Promsugzplfd € E]. Ina
strong-adversary membership inference attack [see, e.g., Nasr et al., 2021], given knowledge of the algorithm M (-), its
output 6, a target record z, and a partial dataset S, the adversary aims to determine whether the record was part of
the training dataset used to produce € or not. In other words, the attack is a hypothesis test which aims to distinguish
between two hypotheses:

Hy:0~ P, and Hy : 0 ~ Q. (14)

“Strong” refers to the fact that the adversary knows all of the partial dataset S'We discuss this threat model further
in Section 3.1.

Differential privacy as hypothesis testing. For a given hypothesis test (equivalent to a membership inference
attack) ¢ : © — {0, 1} which returns 0 when the guess is Hy, and 1 when the guess is H;, we can quantify the
adversary’s success by characterizing the error rates of the test [Wasserman and Zhou, 2010; Kairouz et al., 2015;
Dong et al., 2022]:

ag = Eqld], Bs=1—Ep[g], (15)
where ag and 3, are the false positive rate (FPR) and false negative rate (FNR) respectively.

For any desired FPR level @ € [0, 1], the Neyman-Pearson lemma guarantees that there exists an optimal test ¢*
which achieves the lowest possible FNR /3. We can thus characterize the attack setting by a trade-off curve, a function
which shows the lowest FNR achieved by the most powerful level « test for any level of FPR « € [0, 1]:

T(P. a)%  inf ap <« 16
(P,Q)e) = dnf  {Bslag<a} (16)

A common way to summarize the success of the optimal strong-adversary membership inference attack (SMIA)
is via its advantage, the difference between its TPR and FPR [Yeom et al., 2018]:
£ sup  1-Bs— ay.
¢: ©—[0,1]

advsnia

We can now define f-DP, a version of DP which centers the hypothesis-testing interpretation:

Definition A.2 (Dong et al., 2022). An algorithm M () satisfies f-Differential Privacy (f-DP) if, for any pair S ~ S,
the trade-off curve of the strong membership inference test is bounded:

T(M(S),M(S))(a) > f(a), Va€]0,1], (17)

where f : [0,1] — [0, 1] is a given convex, continuous, non-increasing function such that f (o) < 1—a foralla € [0,1].
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Note that (¢, §)-DP is a special case of f-DP. Specifically, an algorithm is (¢, §)-DP if and only if it satisfies f-DP
with the following f(a):
f(a) =max{0,1 —d —ea, e (1 = —)}. (18)

We make use of the following equivalent representation of f-DP:

Lemma 2.1. An algorithm M (-) satisfies f-DP iff for any measurable E C © and any S ~ S':
Pr[M(S) € E] <1— f(Pr[M(S') € E]). (3)

This form can be seen as a variational representation of f-DP, analogously to variational representations of in-
formation divergences [see, e.g., Polyanskiy and Wu, 2022, Chapter 7]:

sup P(E) + f(Q(E)) < 1.
ECO

where P and () are the respective probability distributions of M (S) ~ P and M (S’) ~ Q.

A useful property of f-DP is post-processing: if M(-) satisfies f-DP, so does g o M for any deterministic or
randomized mapping ¢g(+). In other words, post-processing the results of an f-DP mechanism cannot decrease its
privacy or, equivalently, cannot increase the success of the aforementioned decision problem. This is a consequence
of the Blackwell-Sherman-Stein theorem [Dong et al., 2022; Kaissis et al., 2024; Su, 2024].

Total-variation privacy. We also make use of the notion of total variation (TV) privacy:

Definition A.3. An algorithm M(-) satisfies n-TV privacy if it satisfies (0, n)-DP. Equivalently, the total variation
distance, a special case of E, with~y = 1, is bounded for all S ~ S':

Ei(P || Q) = sup P(E) — Q(E) <, (19)
ECO

where P and () are the respective probability distributions of M (S) and M (S’).

TV privacy has been extensively studied under equivalent forms and different names in literature [Geng and
Viswanath, 2015; Bassily et al., 2016; Kulynych et al., 2022a; Chatzikokolakis et al., 2023; Ghazi and Issa, 2023].
Although TV privacy is a weak notion of privacy on its own [Vadhan, 2017], any DP algorithm satisfies TV privacy
for some 7:

Proposition A.1. The following statements hold:

« (€,0)-DP implies n-TV privacy withn = M Kairouz et al., 2015].
p n p Yy n ef+1

« [-DP implies n-TV privacy withn = max,(1 — f(«a) — «) [Kaissis et al., 2024].
Privacy via Rényi divergence. Another notion we use is Rényi DP (RDP) [Mironov, 2017].

Definition A.4 (Mironov, 2017). A mechanism M satisfies (t,<)-RDP iff for all S ~ S5':
Dy(P @) <e, (20)

where P and Q are the respective probability distributions of M (S) and M (S"), and D, (P || Q) is the Rényi divergence
of ordert > 1:
1 P(o)\°
log Eon ,
e (@(o))

where the case of t = 1 is defined by continuous extension.

Di(P [l Q) =

The mechanism satisfies p-zCDP [Bun and Steinke, 2016; Dwork and Rothblum, 2016] for p > 0 if it satisfies
(t, pt)-RDP for every t > 1.
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B Previous Bounds on Risks

PSO Security In this subsection, we provide an intuition behind the idea of singling out risk, and overview the
known bounds before this work.

Predicate singling out (PSO) risk, which is defined in Section 3.2, is a privacy concept introduced by Cohen and
Nissim [2020] to rigorously interpret the “singling out” criterion mentioned in the EU GDPR (General Data Protection
Regulation). Their goal was to bridge the gap between legal expectations of data anonymity and technical guarantees
provided by data anonymization mechanisms. At a high level, in the PSO threat model, the adversary uses the output
of a data release mechanism § = M (.S) to find a predicate p that matches exactly one individual (row) in the original
dataset .S with significantly greater success than would be expected by chance. In this context, a predicate represents
a set of attribute values that characterize a person, e.g., “speaks Dutch A vegan A concert pianist A born March 157
If a predicate matches only one individual in a dataset, that individual is singled out. Moreover, such a predicate is
unlikely to identify a person by random chance. Formally, the goal of the adversary is to find a predicate p such that
ZzES p (Z ) =1

Unlike differential privacy, which operates under a strong threat model to provide formal “upper bounds” to more
realistic notions of privacy, PSO takes the alternate approach of intentionally being a necessary but not sufficient
condition for privacy, i.e. a “lower bound” to realistic notions of privacy. The goal of the original paper was to make
claims such as “if you do not satisfy PSO security, you are not GDPR compliant”. Hence, Cohen and Nissim consider
the i.i.d. setting: the dataset S is sampled i.i.d. from a distribution P known to the adversary. Cohen and Nissim
reason about this adversary by considering the baseline (before seeing M (.S)) and success probability (after seeing
M (S)) of the adversary assuming the adversary’s predicate in both cases has a fixed weight w, where weight is
defined as w = Ep[p], the probability that the predicate p evaluates to 1 on a random sample from P.

In this setting, the optimal baseline is the random guessing strategy: before observing the output of the mecha-
nism M (S), the adversary constructs a predicate p that has a small weight w. Intuitively, predicates such as “woman
A over 60 year old” have high weight and predicates such as the Dutch vegan pianist from the previous paragraph
have low weight. The best the adversary can do as a baseline is to pick a predicate with weight w and hope that
they single out. This has a probability of base = nw(1 — w)™ ! for a dataset of size n. Assuming a fixed weight w
and approximate DP, Cohen and Nissim showed that the optimal strategy upon observing § = M (S) can be upper
bounded as a function of the baseline probability:

Theorem B.1 (Cohen and Nissim, 2020). Suppose that M(-) satisfies (¢,0)-DP w.r.t. replace-one neighbourhood
relation. Then, for any given n > 1, data distribution P over D, and an adversary Ap v pqw @ © — Qp with
Qp={p | p:D—{0,1},Ep[p] < w} for given w € [0,1/n], we have:

succpso(n, M, P,w; A) < n(ew + 9) (21)
. basepso(n, P,w)
W + nd. (22)

This is the bound we use in Fig. 2.

Reconstruction Robustness The goal of this section is to overview the state-of-the-art results for bounding
reconstruction robustness attacks before this work. As far as the authors are aware, these are the Rényi bounds
found in [Balle et al., 2022]. The bound is as follows.

Theorem B.2 (Balle et al., 2022). Suppose that M (-) satisfies (t, €)-RDP w.r.t. either add-remove or replace-one relation.
It holds that: .
sucCisgr) < (basejsgg <€) T . (23)
Applying the above result to a p-zCDP mechanism and optimizing ¢ to minimize the upper bound yields the
following:
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Corollary B.1 (Balle et al., 2022). Suppose that M (-) satisfies p-zCDP w.r.t. either add-remove or replace-one relation.
It holds that:

2
1
SUCC[sgr] < €XP § — < log — — ﬁ) . (24)

Corollary B.1 is the bound SRR used in Fig. 3, Fig. 4, Fig. 5, and Fig. 9. We can also apply Theorem B.2 to a
mechanism that satisfies a continuum of RDP guarantees and minimize over the upper bound:

Corollary B.2 (Balle et al., 2022). Suppose that M(-) satisfies (t,<(t))-RDP for allt > 1 w.r.t. either add-remove or
replace-one relation. It holds that:

. =1
SuCCisgr] < min {(base[SRR] . ef(t)) L } . (25)

We use Corollary B.2 in Fig. 1 as the prior method that we compare our f-DP bound to.

C Omitted Proofs

C.1 Additional and Auxiliary Results
Lemma 2.1. An algorithm M (-) satisfies f-DP iff for any measurable E C © and any S ~ S’:

Pr[M(S) € E] <1 — f(Pr[M(S') € E)). (3)

Proof. Denote by P the distribution of M (S) and by @ the distribution of M (S”).
= Forany « € [0, 1], we can find ¢ : D — [0, 1] such that & = oy = E[¢)]. For this «, by the definition of
f-DP we have:

fla) < By =1-Ep[¢] =1 - P(E), (26)
where £ = {0 € © | $(0) = 1}. Plugging o = Q(FE) into Eq. (26), we get:
f(Q(E)) <1-P(E),

from which we immediately get the sought form.
<= By Eq.(3), wehaveforany ¢ : D — [0,1]and E={0 € O | ¢(0) = 1}:

Pr[M(S) € E] =Ep[¢] < 1 - f(Pr[M(5) € E]) = 1 = f(Eq[¢))-
As oy = Eg[¢] and By = 1 — Ep[¢], we have:
1_5¢§1_f(04¢)5

which implies f(ay) < 54, thus Eq. (17).
To show the main result on the unified bounds, we make use of the following elementary lemmas. First, due to
the properties of the trade-off function f, we can push the expectation inside of f(-) by Jensen’s inequality:

Lemma C.1. Suppose that f is a valid trade-off function according to Definition A.2. For any random variable V over
a measurable set V, we have:

El - f(V)] <1-f(EV). (27)

Proof. By assumption, 1 — f is concave and increasing. The result immediately follows from applying Jensen’s
inequality. O

Second, we can supremize an expectation inside of f(-):
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Lemma C.2. Suppose that f is a valid trade-off function according to Definition A.2. For any random variable V over
V, and any bounded function g : V — [0, 1], we have:

L= o) <11 (swpg(o)) )
veVY
Proof. Observe that E g(V') < sup,,cy g(v). We get the result as 1 — f is increasing. O

Next, we can show a result which can be seen as a version of a risk bound for on-average baselines.

Lemma C.3. Suppose that M : 20 — O satisfies f-DP w.r.t add-remove relation. Then, for any bounded function
q:D x © — [0,1], any partial dataset S € D™, and any probability distribution P over D, we have:

E:npEponr(sugey la(0)] <1 f (E.np Egoni(s) [a(2; 0)]) - (29)

Moreover, if the M (-) satisfies f-DP w.r.t. replace-one relation, we have for any z' € D:

E.np EBgonruiap 14(20)] <1 = f (Bnp Egonrsugary) [4(2:0)]) - (30)

Proof. Fix any z € D. By the form of f-DP in Lemma 2.1 and the post-processing property of f-DP, we have:

Egnr(3) 4(2:0) <1 = f (Egonr(sugey) 4(2:0))

(31)
Eponrsugey) 407 0) <1 — f (Bgunr(s) a(20)) -
By Lemma C.1, we have for any g : D — [0, 1]:
E.or[l = f(9(2))] 1= f(Eznp 9(2)). (32)

We get the sought statement in Eq. (29) by taking the expectation over z ~ P of both sides in Eq. (31) and applying
Eq. (32). Finally, we get the result in Eq. (30) analogously from:
Eponrsugsy) 40 0) <1 = f (Boonrsuiay 42 9)) -
O

In Appendix E, we also derive an equivalent result with the semantics of standard generalization bounds. More-
over, in Appendix F, we show that this result immediately implies bounds on reconstruction robustness with an
alternative on-average definition of baseline success rate [Guerra-Balboa et al., 2023].

We can now show the general version of our risk bound:

Theorem 3.1. Suppose that M : 2° — © satisfies f-DP w.r.t. either add-remove or replace-one relation. Then, for any
bounded function q : D x © — [0, 1], any partial dataset S € D"~ withn > 1, and any probability distribution P
over D, we have:

Esnp Egons(sugey [0(2:0)] <1 — f (Sup E.np [q(2§9)]) - )
9eo

Proof. For add-remove relation, we immediately get the result by applying Lemma C.2 to the rh.s. of Eq. (29) in
Lemma C.3, by taking g(0) = E..p q(z;0):

EznpEgonrs) 4(230) = Egunr(s) Eznp q(230) = Eguprs) 9(0)-

Analogously, for replace-one relation, we get the result by applying Eq. (30) from Lemma C.2 with:

E.np Egonr(suizy) 4(2:0) = Egunr(sugery) Eenp @(230) = Egonr(sugzry) 9(0)-
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We proceed to showing that the difference between the success and the baseline is upper-bounded by TV privacy:

Theorem C.1. Suppose that the algorithm M : 2 — © satisfies n-TV privacy w.r.t. either the add-remove or replace-
one relation. Then, for any bounded function q : D x © — [0, 1], any partial dataset S € D"~ withn > 1, and any
probability distribution P over D, we have:

Eznp Egonr(sugapla(z:0)] — sup E.~plq(z;0)] <. (33)
(S

Proof. Let us assume that M (-) satisfies f-DP for some valid trade-off curve f. This is always the case under the as-
sumption of the statement, as 7-TV implies f(a) = 1—a—nby Eq. (2). Denoting by succ = E..p Eg_pr(suq-p) [2(2; 0)]
and base = supycg E.~p[q(2; 0)], recall that by Theorem 3.1:

succ — base < 1 — f(base) — base
To make the r.h.s. independent of the baseline, let us maximize it over all possible baseline values:

1—flo) —a< max 1— f(a) —a <n,
a€l0,1]

where the last inequality is by Proposition A.1. Therefore, succ — base < 7, which is exactly the sought result.
O

C.2 Formal Versions of the Simplified Statements in the Main Body
We can now formally re-state Theorems 3.2 and 3.4:

Theorem C.2 (Formal version of Theorem 3.2). Suppose that the algorithm M : 20 — © satisfies f-DP w.r.t. either
the add-remove or replace-one relation. Then, the following hold:

« SPSO. For anyn > 1,k > 2, partial dataset S € D", data distribution P over a candidate set W C D of
size [W| = k, weight w € [0,/k], and any adversary Ay; 5 p., : © = Qs p forQsp C {p|p:D —
{0,1},3°, csp(2’) = 0,Ep[p] < w}, we have:

SUCCspgo(]\47 g, P, w;y AJW,S‘,P,w) < 1-— f(basespso(g, P, ’LU))

« SRR. For anyn > 1, partial dataset S € D™, data distribution P overD, loss function £ : D x D — R, threshold
v € R, and any adversary Ay 5 p : © — D, we have:

SUCCSRR(Ma §7P7 AM,S’,P&& 7) <1- f(baseSRR(P; l, 7))

« SAL For anyn > 1, set of attributes A = {1,..., k}, mapping from records to attributesa : D — A, partial
dataset S € D"~ !, data distribution P over D, and any adversary A s p: © — A, we have:

succsar(M, S, P; Ay 5.pra) < 1 — f(basesa(P,a)).

Proof. We consider A(M(-)) as the mechanism, which satisfies f-DP by post-processing. Let us denote the output
space of this mechanism as Y, ie., Y = Q s.p for SPSO, Y = D for SRR, and Y = A for SAL The upper bounds follow
immediately from Theorem 3.1 by taking an appropriate choice of ¢ : D x Y — [0, 1]:

5PSO: q(z:p) = 1[p(=) = 1
SRR: q(z;2) = 1[l(z,2) <] (34)
SAL q(z;a) = 1[a(z) = @



Theorem C.3 (Formal version of Theorem 3.4). Suppose that the algorithm M : 2° — © satisfies n-TV privacy w.r.t.
either the add-remove or replace-one relation. Then, the following hold:

« SPSO. For any n > 1,k > 2, partial dataset S € D"~!, data distribution P over a candidate set W C D of
size [W| = k, weight w € [0,1/], and any adversary Ay; 5 p,, : © = Qg p forQsp C{p|p: D —
{0,1},3°, csp(2’) = 0,Ep[p] < w}, we have:

SUCC5p50(M7 S, P, w; AI\I,@,P,U}) — basespso(g, .P7 ’lU) S n.

« SRR. For anyn > 1, partial dataset S € D"~ 1, data distribution P overD, loss function £ : D x D — R, threshold
v € R, and any adversary Ay g p : © — D, we have:

succsgr(M, S, P; Apy 5.p, 0,y) — basesgr(P; €, 7y) < 1.

« SAL For anyn > 1, set of attributes A = {1,..., k}, mapping from records to attributes a : D — A, partial
dataset S € D"~ 1, data distribution P over ), and any adversary Ay s p:© — A, we have:

succsar(M, S, P; A5 pya) — basesa(P,a) < 1.

Proof. As before, we obtain the results by applying Theorem C.1 to a mechanism A, s p(¢), which satisfies f-DP
by post-processing, and an appropriately chosen ¢(z; -) in Eq. (34). O

D Tighter Bounds under a Bernoulli Prior

In this section, we provide a tighter bound than in Theorem 3.2 under an additional assumption on a known form of
the prior distribution P over D, specifically, P = z;,, with b ~ Bern(7) for some 7 € [0, 1]. This setting can model
two specializations of the strong-adversary threat model: (1) SAI of a single binary attribute with a non-uniform
prior [see, e.g., Guo et al., 2023] or SRR with only two points in the support of the prior distribution P, and (2) SMIA
with a non-uniform prior probability of membership [Jayaraman et al., 2021].

We make use of the notion of the Bayes error of the attacker [Chatzikokolakis et al., 2023] in the strong-adversary
membership inference setting.

Definition D.1 (Bayes error for f-DP, Kaissis et al., 2024). Suppose that f is a valid trade-off function according to
Definition A.2. For any w € [0, 1], we define the Bayes error w.r.t. the prior 7 as follows:

Ry(m) £ min (ra+ (1 —7)f(a)).
a€l0,1]
Given a trade-off curve f, Bayes error can be easily computed numerically. We can show a result equivalent to
Theorem 3.1 under the Bernoulli prior:

Theorem D.1. Fix any partial dataset S € D"~' withn > 1. Suppose that M : 2° — O satisfies f-DP w.r.t. the
replace-one relation. Then, for any prior probability = € [0, 1], a set of any two candidate records {zg, 21} C D, and any
bounded function ¢ : D x © — [0, 1], we have:

Ep~Bern(r) Eo~nr(50U{2})) [q(z;0)] <1— Ry(m). (35)
Proof. We can express the Lh.s. in Eq. (35) as follows:

E poem(n) [a(2:0)] = (1 =) - Egnr(suzop)[a(2050)] + 7 - Eo_pr(suqzpla(z1:0)].
9~ M (5U{z})

Denoting by a = 1 — Eg_ar(5u{201)[9(205 0)] = Egnr(suqzo01)[a(21; 0)], we have by f-DP:

<(l-m)-(I-a)+m (1= f(a))
<1- Rf(ﬂ)’
where the last inequality is by Definition D.1. O
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Figure 5: We can significantly tighten the bounds in the setting of binary attribute inference (SAI, via f-
DP), outperforming the prior bound based on Fano’s inequality.

Experimental evaluation. We compare our bounds in Theorem 3.2, which are applicable to any prior, and the
specialized result in Theorem D.1 for Bernoulli priors.

We additionally compare these results to the bounds on SRR based on RDP as in Section 4, and the bounds on SAI
based on the Fano’s inequality [Guo et al., 2023]. For this comparison, we use Gaussian mechanism with noise scales
o € {0.5,1.0,2.0}, analyzed under replace-one relation. We use § = 10~5 to compute . We use two versions of
the bounds from Guo et al. [2023]: (1) based on an analytical bound on mutual information (MI) between Gaussians,
and a Monte-Carlo (MC) method using 10,000 samples (we repeat each run 10 times). Note that the latter method
only provides an estimate of a bound, unlike all other evaluated approaches. We show the result in Fig. 5 (error
bars for the MC approach are not visible). We can see that for all noise parameters, and all baselines, the bound in
Theorem D.1 outperforms the other bounds.

E Generalization Bounds

In this section, we extend the previous results to the setting in which the dataset is assumed to be sampled i.i.d. from
some data distribution P. The results in this section assume the replace-one neighbourhood relation.

Lemma E.1 (On-average generalization from f-DP). Suppose that M (-) satisfies f-DP w.r.t. replace-one relation.
Then, for any bounded loss function ¢ : D x © — [0, 1], and any probability distribution P over D, we have:

1 n
E sopr — Zq(zi;e) <1—f|Esepr .npq(z;0) (36)
O~M(S) TV i— O~M(S)
on-average train loss on-average test loss
1 n
Esepr.npq(z0) <1 —f|E gupr — Y qlzi30) |, (37)
O~M(S) O~M(S) T P
on-average test loss on-average train loss

where S = (21,22, .-, Zn).
Proof. Fix any z,z’ € D, and S € D"~ !. By Lemma 2.1 and the post-processing property of f-DP, we have:

Egonrsuizy) 402 0) <1 — f (Bounr(uiary) 4(2:0))

(38)
Eponrsugp) 4(2:0) <1 — f (Bgunr(sugay) 4(20)) -

23



By using Lemma C.1 after taking the expectation over z, 2’ ~ P and S ~ P! of both sides in Eq. (38), we have:

E sopr q(20) <1—f|E supr q(z:0)
z~Unif[S] z~P
0~M(S) 9N]\/I(S)

E S~Er q(z;0) <1—f|E gopr q(z0)

z~ z~Unif[S]
O~M(S) 0~M(S)
The forms in Egs. (36) and (37) are equivalent as E ynif[s) ¢(2; 0) = % Yo q(z::0). O

By applying Theorem 3.4, we recover the prior result that sup,. pyeg_0,1] [erru(q) — ermest(q)| < n for n-TV
algorithms [Kulynych et al., 2022b]. Next, we show a related result which covers non-linear queries, i.e., those that
do not decompose linearly over the dataset. For this, we make use of the group privacy property of f-DP:

Proposition E.1 (Dong et al., 2022). Suppose that M (-) satisfies f-DP w.r.t. replace-one relation. Then, the algorithm
satisfies f¥)-DP w.r.t. replace-k relation S ~ S’ (|S| = |S’| but differ by exactly k points), where f*) = 1 — (1 — f)°F,
with f°F denoting repeated k-fold composition of the function as fo---o f(x). The function f*) is a valid trade-off
k
curve as per Definition A.2.
We can now show the result for non-linear queries:

Lemma E.2. Suppose that M (-) satisfies f-DP w.r.t. replace-one relation. Then, for any bounded function R : D" x © —
[0,1], and any probability distribution P over D, we have:

E sopr R(S;0) <1— f™ |Egq.pr R(T;0) (39)
O~ M(S) 0~ DM(S)

EspoprnR(T;0) <1— f0 (E S~P" R(T;9)> : (40)
O~M(S) O~M(S)

Proof. Fixany S € D" and T' € D”. By Lemma 2.1 and the group privacy property in Proposition E.1, we have:

Egni(s) R(S;0) < 1— f) (Egnrr) R(S;0))

(41)
Eonr(ry R(S;0) < 1— ™ (Eguni(s) R(S;0)) .

By using Lemma C.1 after taking the expectation over S ~ P", and T' ~ P" of both sides in Eq. (41), we have:

E s.p» R(S;0) <1— f" | Egr.pr R(S;0)
O~M(S) 9~ M (T)

Esrpr R(S;0) <1— f™ <]E Sepm R(S;G))
6~M(S") O~ M (S)

We get the desired result by renaming the variables S and T in the Eg [R(S; M (T))] terms. O

In Appendix F, we use this result to bound the notion of narcissus resiliency [Cohen et al., 2025] using f-DP.

F f-DP Bounds for Other Risk Notions

In this section, we show additional bounds based on f-DP for other risk notions beyond the strong-adversary notions
in Section 3.2.
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Counterfactual memorization and influence. Using the tools in Appendices C and E, we can bound notions
of memorization [Feldman, 2019; Zhang et al., 2023]. First, we define cross-influence:

Definition F.1 (Cross-influence). Fix a partial dataset S € D"~1, two records z, 2’ € D, and a bounded loss function
¢:D x D — [0, 1]. We define the cross-influence of 2z’ on z as:

xinf(z <= 2') £ Egnrsugey (20)] = Eovop, omnrsugery U2 0)]. (42)
When z = 2/, we obtain the special case of counterfactual self-influence, i.e., memorization.

Definition F.2 (Counterfactual memorization). Fix S € D"~ to be a partial dataset, z € D to be a fixed record, P to
be a distribution over I, and a bounded loss function ¢ : D x D — [0, 1]. We define the memorization of z as:

mem(z) £ Egonrsugay (2 0)] = Europ oonrsuga (25 0)] (43)

For the special case that ¢(z; ) is a decision rule implementing a membership inference attack which aims to
infer the membership of z, we can write the SMIA advantage in a replace-one neighbourhood model as follows:

advsmia’ (2) £ Egunrsuiay) [0z 0] —Euop amni(sugary) [0(2:0)]. (44)

TPR of ¢ FPR of ¢

The next result then follows by recognizing that mem recovers the definition of advgya/, and that advsyar is
upper-bounded by the TV privacy parameter:

Proposition F.1 (1-TV privacy bounds memorization/advantage). Suppose that M : 20 — © satisfies n-TV privacy
wr.t. the replace-one neighbourhood relation. Then, for any n > 1, probability distribution P over D, partial dataset
S € D!, any bounded { : D x © — [0, 1], and any target record z € D, it holds that:

mem(z) < 7 and advgya (2) < 7. (45)
Proof. Recall that M satisfies f-DP for some f. For any fixed z, 2’ € D, we have by Lemma 2.1:

Eponrsugzy) 402 0) <1 — f (Egunr(sugay) 4(2:0))

Subsequently, taking the expectation over 2’ ~ P and applying Theorem 3.1, we get:

Eprrsuisy) 402 0) <1 = f (Bznp Egorrsugery 4(2:9))

Finally, we obtain the bound in terms of 7 by subtracting £, p g nr(su{>})4(2; ) from both sides and recalling
that max,ep,1(1 — f(a) — a) < 71 by Proposition A.1. O

Note that a similar connection between memorization and the advantage of membership inference attacks in an
average-dataset threat model has been observed previously [Kulynych et al., 2022a].

Reconstruction robustness variants. Next, we present a variant of reconstruction robustness with an average
baseline.

Definition F.3 (Unbiased RR, adapted fr0{n Guerra-Balboa et al., 2023). For a givenn > 1, mechanism M : 2P 5 0,
data distribution P over D, partial dataset S € D1, loss function £ : D x D — R, threshold v € R, and reconstruction
attack Ay; 5 p : © — D, we define the unbiased reconstruction robustness (URR) success rate as follows:

succyrr(M, S, P; A, L, y) = Pr [0(z,2) <],

~

z _
2 Ay 5, p(M(SU{z}))
and the baseline success as:

baseyrr(P; ¢, 7) = Pr [l(z,2) <.
z,2' ~P
2 Ay s, p(M(SU{2'}))
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Proposition F.2. Suppose that the algorithm M : 2P s © satisfies f-DP w.r.t. replace-one relation. Then, for any
n > 1, partial dataset S' € D", data distribution P overD, loss function ¢ : D x D — R, threshold v € R, and any
adversary Ay; 5 p : © — D, we have:

succurr(M, S, P; Ay 5.p.0,7) < 1— f(baseurr(P; 4, 7). (46)
Moreover, -
succyrr(M, S, P; Ay 5. psy €, 7y) — baseure(P; £,v) < 1, (47)
where 1 is the TV privacy guarantee of the mechanism.

Proof. We obtain Eq. (46) by applying Lemma C.3 to a mechanism Ay, g p(6), which satisfies f-DP by post-processing,
and using ¢(z; -) chosen as in Eq. (34). We immediately get Eq. (47) by applying Proposition A.1 to Eq. (46) as in the
proof of Theorem C.1. O

Narcissus resiliency. We present a recent definition of privacy due to Cohen et al. [2025], adapted to our setting:

Definition F.4 (Narcissus resiliency, adapted from Cohen et al., 2025). For a given n > 1, mechanism M : 2° — ©,
data distribution P over D, an adversary A, pr,p : © — V which outputs an element from an arbitrary set V, and a
bounded function R : D" x V — [0, 1], we define the narcissus resiliency (NR) success rate as follows:

succar(n, M, P; A, R) 2 SP}gn [R(S,v)],
p—An m,p(M(S))

and the baseline success as:
baseng(n, P; A, R) & Pr [R(T,v)].
5,T~P"
’U(—An,]\/[,p(M(S))

Our generalization result for non-linear functions in Lemma E.2 immediately implies a bound on its success:
Theorem F.1. Suppose that M (-) satisfies f-DP w.r.t. replace-one neighbourhood relation. Then, for any givenn > 1,
data distribution P over D, and an adversary A, prp 1 © — Q, we have:

succng(n, M, P; A, R) <1 — £ (baseng(n, P; A, R)).

Proof. After observing that A(M(S)) satisfies f-DP by post-processing, the result is an immediate implication of
applying Lemma E.2 to A as a mechanism. O

Average-dataset predicate singling out. We can show the following bound on PSO based on f-DP:

Theorem F.2. Suppose that M (-) satisfies f-DP w.r.t. replace-one neighbourhood relation. Then, for any givenn > 1,
data distribution P over D, and an adversary An pr.p 2 © — Qp .y withQp,w = {p | p: D — {0,1},Ep[p] = w} for
any givenw € [0, 1/n], we have:

succpso(n, M, P,w; A) < n-(1— f(w)) (48)

Proof. We follow the steps of the proof in Cohen and Nissim [2020]. Regardless of the weight of any given predicate
p, we can modify it to have weight less than w via:

(&) = {pm if Eplp] < w

0 if Ep[p] > w

Note that p* is exactly p if p’s weight is < w, and is trivially always 0 else. So, the weight of p* is either 0 or Ep[p*].
Moreover, by postprocessing we know that p* is f-DP. We investigate the probability of a successful PSO attack on
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S, which occurs when p*(S) £ L 3" | p*(2;) = 2 and Ep[p*] < w. The second condition is always satisfied via

n
the construction of p*, so:

succ(n, M, P; A) = SP£" [p(S) =1/nand Eplp] < w]

p+M(S)

= Ezr:' [p*(S) =1/n]
pM(S)

< L. [p*(2:) = 1and V j # 1, p*(2;) = 0],
i=1 p M(S)

where S = (z1,292,...,25).
Now, as p* satisfies f-DP, we can apply Lemma 2.1 in conjunction with Lemma C.1:

<> 1-f Pr  [p*(z)=1landVi#j, p*(z;) =0] |,
p(—M(Sin)

where ¢ — z denotes substitution of z; by z. We can reparametrize without changing the expectation:

=D 1=/ | Pr [p(a)=TandVj#i,p*(z;)=0]|. (49)
=1 p(jx[‘t()S)

Now, we can upper bound the probability inside f(-) by w by Lemma C.2:

<Y 11— f(w)
i=1
=n-(1- f(w)).
O

Note that, to tighten the bound, we slightly modified the definition of the admissible predicate in Theorem F.2 to
only consider predicates of a specific weight.

G Additional Experimental Details

G.1 Additional Case Studies

Tight budget analysis in DP query answering in terms of risk. One of the common use cases of DP is an-
swering statistical queries about a dataset [Gaboardi et al., 2020]. In real-world instances of such systems, e.g., in
healthcare, re-identification risk is a concern [Raisaro et al., 2018].

To evaluate how our bounds apply to risk measurement in this setting, we simulate the release of multiple queries
with added Laplace noise. We compare our bound to the default budget computation procedure of smartnoise
software framework [Gaboardi et al., 2020], which is based on optimal composition results for (¢, )-DP mecha-
nisms [Kairouz et al., 2015]. To apply our bounds, we use the direct method from Kulynych et al. [2024] to obtain the
f curve of an adaptive composition of Laplace mechanisms. In this simulation, we assume a fixed noise parameter
b = 5.0 for each query, corresponding to ¢ = 0.2 pure DP per query. In Fig. 6, we show how our bounds on risk can
enable researchers to conduct significantly more queries while satisfying any given risk requirement, in particular,
on re-identification. For example, if the requirement is to ensure at most 0.2 attack advantage under the baseline
risk of 0.1 (Fig. 6, middle pane), we can issue 15 queries according to our analysis vs. 5 with the standard one.
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Figure 6: Our f-DP based bound enables to perform more statistical queries at the same level of re-
identification or other notions of risk.
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Figure 7: Our f-DP based bound enables us to achieve higher classification accuracy for any level of risk.

Calibrating noise to image reconstruction risk in deep learning. In this case study, as in Section 4, we assume
the modeler aims to use DP training for CIFAR-10 image classification [Krizhevsky et al., 2009] to limit such risks to
a given threshold. We train multiple convolutional networks using the approach of Tramer and Boneh [2021] (we
provide further technical details next). We train with standard DP-SGD [Abadi et al., 2016] and use five different
levels of noise. We obtain the f curve under the add-remove relation for each model using the direct method as
before [Kulynych et al., 2024], and apply Theorem 3.3 to measure risk. We compare this to the RDP-based analysis
from Balle et al. [2022], as described previously. Fig. 7 shows that if we aim calibrate the noise scale to a given level
of maximum attack risk, our unifying bound enables to choose a lower noise scale at the same level of risk (left plot),
which, in turn, results in better classification accuracy (right plot). E.g., for the risk target of 0.25, we can increase
the accuracy from 65% to 68% using our analysis, as opposed to an RDP-based one.

G.2 Experiment Details
We use an Nvidia GeForce RTX 4070 16 GB GPU machine for the deep learning experiments. The experiments take

up to four hours to finish.

Text Sentiment Classification case study details We follow Yu et al. [2021] to finetune a GPT-2 (small) [Radford
et al.,, 2019] using LoRA [Hu et al., 2021] with DP-SGD on the SST-2 sentiment classification task [Socher et al., 2013]
from the GLUE benchmark [Wang et al., 2018]. We summarize the parameters next:
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Parameter Values

Poisson subsampling probability ~ 0.004

Expected batch size 256
Gradient noise multiplier (o) {0.5715,0.6072,0.6366,0.6945,0.7498}

Privacy budget (¢) at § = 10~° {3.95,3.2,2.7,1.9,1.45}

Training epochs 3
Gradient clipping norm (As) 1.0
LoRA dimension 4
LoRA scaling factor 32

Image-classification case study details. We use the method of Tramer and Boneh [2021] to train a convolutional
neural network. We use CIFAR-10 [Krizhevsky et al., 2009] image classification dataset with a default split. We

summarize the parameters next:

Parameter Values

Poisson subsampling probability = 0.16
Expected batch size 8192
Gradient noise multiplier (°/a,)  {4,5,6,8,10}

Training epochs <100
Gradient clipping norm (Az) 0.1
Learning rate 4
Momentum (Nesterov) 0.9

Software We use the following key open-source software:

« PyTorch [Paszke et al., 2019] for implementing neural networks.
opacus [Yousefpour et al., 2021] for training PyTorch neural networks with DP-SGD.

riskcal [Kulynych et al., 2024] for a direct method to obtain f curves.

numpy [Harris et al., 2020], scipy [Virtanen et al., 2020], pandas [pandas development team, 2020], and jupyter [Kluyver
et al., 2016] for numeric analyses.

seaborn [Waskom, 2021] for visualizations.
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Figure 8: PSO bounds for Laplace mechanism. See Fig. 2 for details. We do not show the results with the PSO bound
based on f-DP, as they are identical to the (e, §)-based bound for this mechanism.
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Table 1: Comparison of average-dataset vs. strong-adversary threat models. n: dataset size, P: data distri-
bution, M: algorithm, S: partial dataset, poisoning cap.: whether an adversary has the capability to insert arbitrary
records into the dataset, *: the dataset size is implicitly known from the size of the partial dataset S.

Threat model Risk notion Reference Adv. knowledge  Poisoning cap. Bounds from f-DP
n P M §
SPSO Definition3.2 * Vv v V v |
Strong SRR [Balle et al., 2022] Definition33 * v v V v Theorem 3.3
SAI (any k) Definition34 * v v Vv v |
SAI(k =2) Definition34 * v Vv V v Theorem D.1
URR [Guerra-Balboa et al., 2023] DefinitionF3 * v v v Proposition F.2
Avg. dataset  NR [Cohen et al., 2025] DefinitionF4 v v Theorem F.1
PSO [Cohen and Nissim, 2020] Definition3.1 v vV Theorem F.2
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Figure 9: The results for US Census under multiple risk baselines. See Fig. 4 for details.
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