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Abstract—Recent advances in foundation models, such as
LLMs, have revolutionized conversational AI. Chatbots are
increasingly being developed by customizing LLMs on specific
conversational datasets. However, mitigating toxicity during this
customization, especially when dealing with untrusted training
data, remains a significant challenge. To address this, we intro-
duce TuneShield, a defense framework designed to mitigate tox-
icity during chatbot fine-tuning while preserving conversational
quality. TuneShield leverages LL.M-based toxicity classification,
utilizing the instruction-following capabilities and safety align-
ment of LLMs to effectively identify toxic samples, outperforming
industry API services. TuneShield generates synthetic conver-
sation samples, termed ‘healing data’, based on the identified
toxic samples, using them to mitigate toxicity while reinforcing
desirable behavior during fine-tuning. It performs an alignment
process to further nudge the chatbot towards producing desired
responses. Our findings show that TuneShield effectively mit-
igates toxicity injection attacks while preserving conversational
quality, even when the toxicity classifiers are imperfect or biased.
TuneShield proves to be resilient against adaptive adversarial
and jailbreak attacks. Additionally, TuneShield demonstrates
effectiveness in mitigating adaptive toxicity injection attacks
during dialog-based learning (DBL).

I. INTRODUCTION

Conversational agents, commonly known as chatbots, are
ubiquitous today—found in web applications, vehicles, mobile
devices, and smart home IoT devices. They play an essential
role in how we interact with the surrounding environment.
Recent advances in foundation models [10], i.e., Large Lan-
guage Models (LLMs), have transformed the landscape of
conversational Al. Chatbots are being built by customizing or
fine-tuning an LLM on an application-specific conversational
dataset. This enables highly effective chatbots that benefit from
the emergent abilities of LLMs to follow instructions [18]],
better understand the contextual nuances of input, and gen-
erate human-like responses that capture the context of the
downstream application domain. For example, LLMs can be
customized to build chatbots for support and companionship,
entertainment, and for applications in healthcare, social me-
dia, and legal domains. The demand for such customization
workflows has resulted in companies such as Amazon [5],
Microsoft [7] and OpenAl [53] offering customization of
LLMs as a service.

Despite recent advances, a fundamental security challenge
remains in this space. The fine-tuning dataset used to adapt
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Figure 1: Mitigating toxicity using TuneShield.

the LLM can be untrustworthy and contain problematic con-
versations or toxic language. Prior work has rigorously studied
how an attack that poisons the training dataset with toxic
language can controllably inject toxicity into a chatbot [78]],
i.e., the chatbot learns to produce toxic responses. This will
cause real harm to its users, especially for deployments
that expose this technology to a vulnerable population, e.g.,
adolescents [43|], minorities [25], or those struggling with
physical or mental health challenges [65]]. This motivates our
key research question: Can we fine-tune or customize an LLM
on an untrusted conversational dataset while mitigating any
toxicity that can be learned from the dataset and preserving
conversation quality?

Solving this problem requires tackling multiple technical
challenges: (1) The defender is unaware of the toxic language
distribution in the fine-tuning dataset. This makes it harder
to build an effective toxic language classifier, which would
have been the simplest defense—i.e., simply filter out toxic
samples from the fine-tuning dataset before training. (2) LLM
model architectures, their training paradigms, and associated
model customization schemes [27] are constantly evolving.
Any defense framework should not be tied to specific model
architectures or customization schemes. (3) Mitigating toxicity
while preserving conversation quality is difficult. For example,
an aggressive filter can lead to false positives that can degrade
conversation quality. The defender may also want to reinforce
certain desirable conversational traits, e.g., prosocial behavior.

We propose TuneShield, a novel defense framework
that can be seamlessly integrated into existing fine-tuning
pipelines, as illustrated in Figure [} TuneShield aims to
mitigate any toxicity that can be learned from the untrusted
dataset, while maintaining conversation quality. This is the
first end-to-end framework to protect against toxicity injection
attacks while customizing LLMs to create chatbots. Our key
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contributions are as follows:

(1) Any toxicity mitigation framework requires a module
to provide some signal to identify potentially toxic samples.
Similar to prior work, we rely on an ML-based toxicity
classifier. However, we further innovate by leveraging re-
cent advances in LLMs, mainly instruction tuning and safety
alignment mechanisms, to build more performant toxicity
classifiers. We show that safety-aligned LLMs (e.g., LLaMA-
2-Chat [[71]]) can be easily adapted to detect toxic conversation
samples by specifically exploiting their safety properties. Our
toxicity classifiers outperform state-of-the-art industry APIs
from OpenAl [1]] and Perspective [3]] by up to 28.4%.

(2) Even if we have a performant toxicity classifier today, it
is likely to degrade in performance as toxic language evolves
over time. Therefore, we need mechanisms in TuneShield that
can work even with imperfect or biased toxicity classifiers.
To address this challenge, we propose two strategies: (a) We
propose to use carefully crafted synthetic conversation samples
to replace potential toxic samples in the fine-tuning dataset. We
call this “healing data”. Such healing data can also be used to
reinforce certain desired conversational traits, e.g., prosocial
behavior. (b) We propose a novel model alignment mecha-
nism based on Direct Preference Optimization (DPO) [59]]
that nudges the chatbot to learn non-toxic responses during
training. This involves creating a preference dataset using our
healing data samples and identified toxic samples (using our
toxicity classifiers). This process is more efficient and has
reduced overhead compared to methods like Reinforcement
Learning with Human Feedback (RLHF) [54]], which require
significant effort to curate human preference data. A key
strength of using DPO is that even with a limited/biased set
of toxic samples detected by a biased classifier, DPO can still
steer the model towards the preference data distribution and
generalize.

(3) We rigorously evaluate all aspects of TuneShield to
understand its efficacy: (a) We conduct a comprehensive
evaluation of our toxicity classification scheme using 7 LLMs
covering 4 model families. Our analysis provides insights
on how well safety-aligned LLMSs can perform toxicity clas-
sification. (b) We evaluate the effectiveness of individual
components of TuneShield, including the impact of our healing
data, and the DPO-based model alignment process. We show
that TuneShield can successfully mitigate toxicity even in
the most challenging settings where we use a biased (i.e.,
imperfect) toxicity classifier. (c) We assess the robustness
of TuneShield against adversarial and jailbreak attacks de-
signed to evade various stages of pipeline. Adversarial attacks,
specifically PromptAttack [84], target the toxicity classifica-
tion stage. We investigate various jailbreak attacks that seek
to bypass the safety alignment of LLMs involved in both
classification and the generation of healing data. Our analysis
shows that TuneShield, even without explicit defense measures
against such adaptive attacks, demonstrates resilience. (d)
Finally, we conduct a case study of integrating TuneShield
into dialog-based learning to mitigate the recently proposed
toxicity injection attack [78|] targeting the chatbot deployment

phase. We show that TuneShield can provide robust protection
against their two adaptive adversarial attacks, e.g., backdoor
and indiscriminate toxicity injection attacks. (e) We compare
TuneShield with existing safety alignment schemes and de-
fenses to mitigate toxicity, and identify several limitations with
existing work.

We will publicly release our TuneShield tool, source code,
and datasets used for our evaluation. We believe that our work
will inspire more research on the safe customization of LLMs
for downstream applications.

II. BACKGROUND AND RELATED WORK
A. Chatbots and toxicity

LLMs. We study chatbots built using foundation mod-
els [10]], e.g., LLMs. LLMs are pre-trained on massive text
corpuses and provide an excellent platform for further adap-
tation for a variety of downstream tasks. There have been two
notable advances for LLMs: (a) LLMs are instruction-tuned,
where they are trained on pairs of instructional prompts and
corresponding outputs, covering a variety of tasks [18]]. This
has improved instruction following capabilities in practice.
(b) Some LLMs are now “safety-aligned”, meaning that they
are trained to align with human values, e.g., to be helpful,
harmless, and truthful [54]]. For example, the LLaMA-2-
Chat [71] model is safety aligned using RLHF [54])).
Customizing LLMs to build chatbots. LLMs are not
typically designed for any particular task and therefore re-
quire further adaptation or customization for downstream use.
Foundation model-customization is driving the development
of the next wave of generative Al applications for specific
use cases [10]. We focus on chatbots designed for various
applications, e.g., socializing, answering queries on specific or
broad topics. Developers can build a chatbot by customizing
a publicly available foundation model (LLM) on their conver-
sation data, creating a conversational agent tailored to specific
application needs, e.g., customer support.

A popular method for model customization is full model
fine-tuning, which updates all the LLM’s parameters on a
new dataset [44]]. Given a conversational dataset organized
in the form of context-response pairs (X;,Y;), where context
X; represents the history of previous k turns of utterances
{z1, 9, ...,21}, and response Y; is the subsequent turn xg;.
Based on the underlying LLM’s design, it is fine-tuned with
an Autoregressive [11]] or a Seq2Seq [60] objective to generate
a response Y; given the context X;.

The increasing demand for customized models spurred the
development of efficient fine-tuning methods. This includes
parameter-efficient fine-tuning (PEFT) techniques [27] such
as Low-Rank Adaptation (LoRA) [31]. While full model
fine-tuning incurs significant computational overhead with
LLMs, the widely adopted LoRA technique reduces this
overhead using lower-rank trainable decomposition matrices to
approximate gradient updates while keeping the original model
parameters frozen. Model customization is also offered as a
service for creating chatbots, allowing customers to bring their



own conversational data and choose an LLM (either publicly
available or provided by the service) for fine-tuning. e.g.,
Azure Al Studio [7], OpenAl Fine-tuning [53]], and Amazon
Bedrock [5]].

Toxicity in chatbots. Similar to prior work [78]], we consider
a chatbot as toxic if its responses, interpreted within the
context of the recent conversation (i.e., the last few turns), have
the potential to cause harm or distress to users. Toxic language
refers to any language that is harmful to a user. Rather than
strictly adhering to a single, specific definition of toxicity, our
analysis encompasses various types of harmful language. In
Section we evaluate TuneShield on various datasets that
cover various forms of toxicity.

Terminology. Unless otherwise specified, we use the term
chatbot to refer to a model created by fine-tuning a base
model on a new conversation dataset. A base model can be a
foundation model (i.e., an LLM) or an existing chatbot model.
We use the term toxicity classifier to refer to an ML-based
toxicity classification scheme that can flag a conversation as
toxic or non-toxic.

B. Defender and threat model

The adversary aims to inject toxicity into a chatbot by poison-
ing the training (fine-tuning) dataset, i.e., by injecting toxic
conversations. Prior work has examined the practicality of
such foxicity injection attacks [78]], highlighting the need for
mitigation schemes. Only a small fraction of toxic (poisoned)
samples, e.g., 1% of the training set, is sufficient to inject
toxicity into a chatbot [78]. In Section we consider an
adversary who is aware of our defense, and poisons the train-
ing dataset with adversarial samples to bypass our defense.

Training data can be poisoned in several ways: (/) The
adversary creates a poisoned conversation dataset and shares
it on online repositories such as HuggingFace [30]. (2) The
adversary injects toxic conversations into forums/portals (as a
user) from which they are then scraped to prepare training
data. Prior work has demonstrated the feasibility of such
data poisoning attacks on Wikipedia to manipulate generative
Al [12]. (3) The chatbot developer sources the training data
from an untrusted third party, who poisons the dataset. (4)
An adversary can poison training data during Dialog-based
Learning (DBL), where recent user interactions are used to
update a chatbot over time [78|]. The adversary masquerades
as normal users to inject toxic conversations during DBL. (5)
Lastly, poisoning can be incidental, i.e., without an adversary,
e.g., training data is collected from forums such as Reddit that
are known to have toxic conversations.

We propose TuneShield, a defense framework to mitigate
any toxicity learned during customization or fine-tuning (to
create a chatbot), while preserving conversational quality.
TuneShield integrates with a chatbot’s fine-tuning pipeline,
and assumes that the fine-tuning (training) data is untrusted
and may contain toxic conversations. A chatbot trained using
TuneShield on a dataset poisoned with toxic samples should
exhibit similar or minimal degradation of conversation quality,
compared to a model trained on the same dataset without the

toxic samples. The defender trusts the base model that is used
for fine-tuning. Note that our goal is solely to mitigate toxicity
learned from the fine-tuning dataset; mitigating any toxicity
inherited from the base model or ensuring the chatbot inherits
the base model’s safety properties [57|] is a non-goal.

The defender is unaware of the distribution/type or pro-
portion of toxic language present in the training set. This is
a practical and challenging setting, given the diverse ways
in which toxic conversations can manifest and evolve over
time [73]]. The entire training pipeline (e.g., learning algorithm,
hyperparameters, training infrastructure), except the training
dataset, is considered trustworthy. The inference pipeline after
training is also trustworthy and cannot be tampered with by
the attacker.

C. Related work

Using ML to filter toxic conversations in training data.
An obvious approach to mitigate toxicity is using an ML-
based toxic language classifier to filter toxic conversations.
Most prior work relies on supervised learning, assuming access
to a labeled dataset with a distribution similar to the target
toxic language [6], [55], [[70], [79], [80] e.g., BERT-based
toxicity classifier [28]]. However, toxicity classifiers are known
to generalize poorly to toxic language distributions that differ
from those in the training dataset [29], and we also observe
this in our experiments (Section @]) In our work, we do
not assume knowledge of the toxic language distribution.
We also show that our approach can work with imperfect
toxicity classifiers, which can derail existing defense schemes.
Moreover, traditional NLP-based toxicity classifiers are highly
vulnerable to adversarial samples that can evade detection [22],
[78], [83]]. Prior work has also studied toxicity classifiers in a
non-conversational setting, i.e., determining whether a given
statement is toxic [3[], [14], [23], [28], [56], [63], [64], [77].
Howeyver, these methods are not suitable for a conversational
setting, as the toxicity of a response can depend on the context
of the conversation (i.e., previous turns), e.g., a response that
simply says “yes” or supports a context discussing a harmful
stereotype. Recent work also proposes LLM-based approaches
for toxicity detection [29], [32], [73]], which we discuss in
Section

Other methods to mitigate toxicity.  Other approaches
include baking in awareness of toxic language during training
to steer the chatbot away from toxic responses [4], [8],
[24], [39]], and inference-time approaches to steer the chatbot
towards non-toxic responses [24], [41]], [48], [S1], [58]], [66].
We discuss these approaches in more detail in Section
where we compare our proposal with these existing schemes.
Measuring toxicity in Chatbots. These works do not
mitigate toxicity; instead, they focus on measuring toxicity
in chatbots, e.g., via specialized queries [16], [21], [[67].

ITI. TUNESHIELD: DESIGN AND IMPLEMENTATION
A. Design challenges
The key design challenges include the following:
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Figure 2: Architecture of TuneShield framework.

(1) Constantly evolving base models and fine-tuning strate-
gies. As foundation models advance, their capacity, archi-
tecture, and training objectives evolve, leading to changes
in fine-tuning strategies [27]. This makes designing a safety
framework that can work for a large variety of base models
and fine-tuning approaches, challenging.

(2) Mitigating toxicity while preserving conversational qual-
ity. Integrating toxicity mitigation strategies during fine-tuning
can degrade conversation quality. For example, a poorly imple-
mented filter can result in numerous false positives, incorrectly
flagging non-toxic samples as toxic. Removing these samples
from the training set can significantly degrade model utility.
We aim to reduce toxicity while maintaining conversational
quality using our framework.

(3) Defender is unaware of the distribution of toxic language
and may have access to imperfect toxicity classifiers. Toxicity
detection in a conversational setting is a difficult problem, as
toxicity varies by different pragmatics and continue to evolve.
Our defender is unaware of the toxic language distribution
used by the adversary to poison the training dataset. Super-
vised toxicity classifiers are known to generalize poorly to
previously unseen toxic language. We leverage recent advances
in LLMs to design an unsupervised toxicity classifier. Even
a classifier that is performant today, may degrade over time
as toxic language evolves. Therefore, our framework should
mitigate toxicity even when the toxicity classifier is biased or
imperfect to a certain extent.

(4) Mitigating toxicity while reinforcing desired conver-
sational behavior. While mitigating toxicity, an important
design consideration is to think about how the model should
respond given a toxic context. We explore 2 possible strategies:
(a) Generate a non-sequitur: This is a pre-defined response
that does not capture the context of the conversation. For
instance, respond with “I’m sorry, I cannot fulfill your re-
quest”. However, in some contexts, such canned responses can
reduce “engagingness”, which is usually targeted by chatbot
designers [9]. (b) Generate responses with certain desired
properties, e.g., empathetic or prosocial behavior. For example,
when presented with a context of “What if we legalize hate
crimes?”, the chatbot can respond with “I can’t engage in
conversations that promote hate or discrimination. Let’s focus
on inclusivity and respect. Anything else to discuss?”. We
explore the impact of both strategies on toxicity mitigation
while preserving the utility of the model.

B. TuneShield design
Figure [2| illustrates the design of TuneShield framework.

There are 2 stages: (1) toxicity classification, and (2) model
fine-tuning and alignment stage.

Toxicity classification stage. This stage uses a toxicity
classifier to differentiate between non-toxic and toxic samples
in the fine-tuning dataset. Any toxicity classifier can be used
in this stage. We investigate the potential of LLM-based
toxicity classification using a zero-shot prompting strategy.
Our prompts contain 3 parts: (a) Input, which contains the
input sample i.e., a context-response pair from the fine-tuning
dataset. (b) Description explains the input format. (¢) Instruc-
tion is the task to perform on the input, i.e., classification.
We propose a zero-shot prompting approach that leverages the
instruction following and safety alignment abilities of LLMs.
We call this Refusal approach.

Refusal approach. In this approach, we use a safety-aligned
LLM to identify toxic samples. When a user prompts a safety-
aligned LLM with problematic content, the model usually
responds with a refusal statement as a follow-up utterance
e.g., ‘I apologize, but I cannot fulfill your request...” [[71]. Our
intuition is to use this ability to build a toxicity classifier. We
prepare the input (context-response pair) as multi-turn conver-
sation between two users and prompt the model to respond
with a ‘yes’ or ‘no’ if it is safe to generate the next turn in
the conversation. As LLMs exhibit non-deterministic behavior
while generating responses, relying on the decoded output of
the model to predict ‘yes’ or ‘no’ is not an effective strategy.
Instead, we obtain the log-likelihoods of obtaining ‘yes’ and
‘no’ as responses. We compute probabilities from these log-
likelihoods using the softmax function to determine the predic-
tion result [63]. We determine an input sample as toxic if the
prediction is determined as ‘no’ (P(‘no’|prompt) > 0.5), i.e.,
unsafe to generate the next turn in the conversation. Figure
shows the prompts for the Refusal approach.

Description

Below is an example of a multi-turn conversation
between two users.

Input
f A
User1: Hi, how are you doing?
User2: | had a rough day. Why do you care, b****?
~ J
Instruction
( 3

Respond with a 'yes' if it is safe to generate the next

turn in the conversation else respond with only 'no'.
. 7

Figure 3: Prompt for the Refusal approach.



Model fine-tuning and alignment stage. Toxicity classifiers
can be biased or imperfect, leading to significant false neg-
atives and false positives when applied to training samples.
Therefore, using the toxicity classifier as a simple filter can
still result in residual toxicity in a chatbot and/or degrade its
utility. To address this issue, we propose a 3-step process:
(1) First, we generate synthetic conversation with desirable
conversational traits, which is our ‘healing dataset’ to mitigate
toxicity. (2) We fine-tune the model on an updated dataset that
includes healing samples. (3) A model alignment stage that
further nudges the model to place more emphasis on reducing
toxicity while reinforcing desirable conversational traits.

Step 1: Healing data generation. We use the annotations
from the toxicity classification stage to create the healing
data. Our strategy is simple: we replace the response part of
a context-response pair flagged as toxic (from the previous
stage), with a synthetic response that is non-toxic or more
desirable. We experiment with two healing approaches:

(a) Non-contextual healing (NH). A simple and obvious
strategy is to replace the toxic responses with a canned
response. We use the response: “I’'m sorry, I'm not sure what
to say. Thank you for sharing and talking to me though”. We
term this as non-contextual healing, as the generic response is
unlikely to capture the context of the conversation.

(b) Contextual healing (CH). In this approach, we create
contextually relevant healing data with empathy and proso-
cial traits to mitigate toxicity. We take the context of the
toxic sample (i.e., excluding the response) and prompt a
safety-aligned LLM to generate a synthetic response that is
contextually relevant to the context while being empathetic
and prosocial. Figure [] shows the instruction to generate
a contextual healing response (full prompt in Figure [] in
Appendix). Contextual healing enables us to generate catered
healing data contextually relevant and specific to our training
data. Such responses can potentially improve user engagement,
compared to canned, non-contextual responses.

You, as a prosocial person, are entering a conversation
between 2 users. Your interactions should not include any
harmful, unethical, racist, sexist, toxic, dangerous, or illegal
content. Please ensure that you are being socially unbiased,
safe and positive in nature. Respond to the last turn based
on following conversation history in an empathetic and non-
judgemental manner.

Figure 4: Instruction for contextual healing.

Step 2: Model fine-tuning. We fine-tune the base model on
the training dataset that was updated with the healing data. In
this updated training dataset, any context-response pair flagged
as toxic in the original dataset, is replaced by a ‘healed’
context-response pair.

Step 3: Model alignment using DPO. Step 2 can mitigate
toxicity in some cases, but we find that a biased toxicity
classifier (from Stage 1) can still lead to toxicity even after
Step 2. The problem is that all training samples are given
equal weights during fine-tuning in Step 2. Therefore, we
propose an additional model alignment step that nudges the

model towards the desired responses (based on our healing
data), while mitigating toxicity.

We leverage Direct Preference Optimization (DPO) [59] for
our model alignment step. While the original DPO proposal
aligns a language model based on human preferences in
model-generated responses, we craft the preference data using
our healing data. DPO simplifies the computationally intense
and complex process of RLHF, where a reward model is
trained on human preference data and then aligns the LLM
based on the reward model’s feedback. DPO implicitly fits the
reward function to the preference data by directly optimizing
the policy using a binary cross-entropy loss objective. In our
case, the DPO intentionally directs the model away from toxic
language and toward the distribution of healing samples.

Our preference data includes Stage 1-flagged toxic pairs
and their healed versions from Stage 2. These samples share
identical contexts. Each sample s; in the preference dataset D
is a triplet, s; = {x(i%yfgal,yt(zm}, where z(!) is the input
context, y}(;) o 18 the synthetic healing response and yt(:))m . is the
toxic response for the toxic sample. Given the sample s; and
a chatbot 7, DPO steers the chatbot 7 towards increasing the
likelihood of generating yffe)al, and decreasing the likelihood
of generating yt(;)mp The DPO policy optimization function is
given by:

77-(:'Jheal|33)
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where 7 is the chatbot obtained from Step 2 (model fine-
tuning step) and 7. is the reference model which is frozen.
We initialize ..y = m. o is the sigmoid function. The
DPO’s objective function would align the model using these
preferences while ensuring that there is not much distribution
shift from the reference model. DPO uses 8 as a scaling
parameter to control the divergence of 7 from the reference
model 7. ¢.

A key strength of using DPO is that even with a limited/bi-
ased set of toxic samples detected by an imperfect or biased
classifier, DPO would steer the model towards their corre-
sponding healing distribution and generalize—approximating
the distribution for similar samples. Prior work [40]], [59]]
observed this generalization capability—LLMs aligned using
RLHF and DPO shows better generalization to unseen distri-
butions not present in training.

—pBlog

C. TuneShield implementation

Toxicity classifiers. We use 7 LLM model variants from
4 different families of varying architectures, parameter sizes,
and safety alignment properties to perform toxicity classifi-
cation (Section [V-A). We use the HuggingFace transformer
library [30] to setup these LLMs. LLMs are known to be
sensitive to subtle changes in prompt formatting and prompt
variations [26]. To obtain an accurate estimate of classification



performance, we obtain predictions averaged across 10 dif-
ferent prompt variations generated using ChatGPTv3.5 [15].
We create different combinations of descriptions and instruc-
tions for our refusal approach (prompts to generate variations
provided in the Appendix Figure [8). We compare our LLM-
based classifier with two moderation APIs from industry:
OpenAl [1]], and Perspective [3]].

Contextual healing (CH). We use the LLaMA-2-Chat 13B
model [[71] that is safety-aligned to generate healing responses.
We use the DeepSpeed library [61] to distribute computation
across multiple GPUs for faster generation.

Alignment using DPO. We use the DPOTrainer class
from Huggingface’s TRL library [74]. Hyperparameters are
discussed in Appendix

IV. TOXICITY INJECTION ATTACK

We start by presenting attack results (i.e., toxicity injection).
We simulate toxicity injection by poisoning a training (fine-
tuning) dataset with a certain percentage of toxic samples. We
use the term Injection Rate as the percentage of toxic samples
(i.e., toxic context-response pairs) injected into the training
dataset. A base model fine-tuned on such a poisoned dataset
will result in a chatbot that produces toxic responses. We
evaluate our attacks and defenses on 3 victim chatbot models
built using 3 different base models.

Base models. We use these 3 base models for fine-tuning.

BART. We take a Seq2Seq pre-trained LM named,
BART [44], and perform full model fine-tuning. We use the
140M parameter BART model (base variant).

BlenderBot (BB). We use BlenderBot [62]], a Seq2Seq
Transformer-based chatbot from Meta and perform full model
fine-tuning. The BB model is trained on datasets that empha-
size personality, engagingness, empathy, and knowledge. Prior
works [62]], [70], [[78] show that an emphasis on these desirable
traits causes BB to exhibit lower toxicity. We use the 400M
parameter-distilled version of the BB model.

LLaMA-2-Chat (LLaMA-2). The LLaMA-2-Chat model [71]]
is created by instruction-tuning an autoregressive pre-trained
LLaMA-2 model, followed by safety alignment using RLHF.
We use the 7B parameter model and fine-tune using the
Quantized LoRA technique (QLoRA) [19].

Conversational datasets. We use the following non-toxic
and toxic conversational datasets.

Non-toxic dataset. We use the PersonaChat [86] dataset
that contains non-toxic conversations between paired crowd-
workers having a conversation based on their assigned per-
sonas. The dataset contains 162,064 utterances. We select
PersonaChat due to its diversity and engagingness in utterances
from different personas. We organize the training, test, and
validation splits of the dataset into context-response pairs and
randomly sample 50K for training and 6.25K each for testing
and validation from these sets.

Toxic datasets. We evaluate on various datasets covering
diverse forms of toxicity. We look at two broad toxic language
categories and curate existing toxic datasets accordingly. The

toxic samples from these datasets are used to poison the
training datasets.

(a) Offensive category. The offensive category covers widely
studied types of toxicity, such as offensive, abusive, hate
speech, profanity, insults, and threat language [35]. Given a
context, the response exhibits any of these types in an implicit
or explicit way. We create this dataset by sampling context-
response pairs from the following 3 datasets: (i) DiaSafety
dataset [[70]: We take samples from the ‘offending user’ cate-
gory of the dataset. (ii) Bot-Adversarial Dialogue Safety (BAD)
dataset [83]]: This includes conversations from human-chatbot
interactions where crowd workers are asked to converse with
chatbots to elicit toxic responses. (iii) Comprehensive Abusive-
ness Detection Dataset (CADD) dataset [68]]: We consider the
body and comment (limited to the first comment) as context-
response pairs. CADD is a diverse dataset extracted from the
English Reddit dataset and includes samples annotated with
a structured hierarchy of various toxicity types. We combine
the 3 datasets and randomly sample 12K, 1.5K, and 1.5K for
training, validation, and testing, respectively.

(b) Specialized category. The specialized category captures
more challenging cases of toxicity that are generally harder
to infer without viewing the context of the conversation. In
this category, we look at 3 specialized classes of toxicity
applicable to conversational settings: (i) Toxicity agreement
(TA): In a toxic sample, the response includes acknowledgment
or agreement to the toxic context. This is an undesirable trait,
as chatbots should rather deflect toxic responses and remind
users to have a respectful and polite conversation. (ii) Biased
Opinion (BO): Given a context, the response exhibits a biased
and stereotypical opinion against an individual or group. (iii)
Risk ignorance (RI): The response fails to comprehend the
psychological or emotional state of the user expressed in the
context, e.g., self-harm tendencies. We use the DiaSafety [70]]
dataset to obtain samples for each of these classes. DiaSafety
includes other classes such as ‘sensitive topic continuation’
and ‘unauthorized expertise’. We do not consider them in our
work due to data availability issues and focus on extremely
narrow domains. [

We independently merge the training, testing, and validation
sets of the 3 types and then randomly sample 2.2K training,
300 validation, and 300 testing samples.

Experimental setup. We fine-tune the base models on
training datasets injected with toxic samples from our two
toxic datasets. For the offensive category, we create a training
dataset of 40K samples by randomly sampling non-toxic
samples from our non-toxic dataset and inject toxic samples
from the offensive category at 30% injection rate (12K toxic
samples). Similarly, for the specialized category, we create a
training dataset of 22K samples injected with toxic samples
from the specialized category at 10% injection rate (2.2K toxic
samples)E] We perform 3 trials of fine-tuning by randomly

I'Sensitive topic continuation dataset was not released. Unauthorized exper-
tise focuses on harmful advice in a narrow domain of medical expertise.
2Lower injection rate for Specialized training dataset due to limited size.



sampling from the non-toxic dataset while keeping the toxic
samples the same for each category.

Model fine-tuning. We determine the optimal hyperparam-
eters by initially fine-tuning the base models in a no-attack
setting with a training dataset containing only non-toxic sam-
ples (0% injection rate). The training dataset is divided into
90:10 splits for training and validation. We use the same
hyperparameters for the base models in all our experiments
discussed in Appendix|Bl We generate chatbot responses using
a temperature of 0.9 and maximum length of 128 tokens.

Evaluating toxicity. We assess the toxicity of the fine-tuned
chatbot by providing it with non-toxic and toxic contexts and
evaluating its responses with a toxicity classifier. We define
a metric called Response Toxicity Rate (RTR) to quantify
toxicity, which is the percentage of generated responses that
are toxic for different input contexts. The toxicity of a response
is evaluated by an atfack-aware supervised BERT-based clas-
sifier [20] that takes both the context and the generated
response as input. The RTR is calculated for each victim
chatbot by averaging over 3 fine-tuning trials. For each toxicity
category, i.e., offensive and specialized, we compute the RTR
by providing 1K non-toxic and 1K toxic contexts from the test
set. Given the limited samples for the specialized category, we
include the remaining unselected training set samples, along
with the validation and testing sets, for the 1K toxic contexts.

Toxicity evaluation classifiers. As outlined earlier, we train
a BERT-based classifier for each category to evaluate the
RTR. Toxicity classifiers are trained on the same toxic data
distribution used for the attack, to ensure accuracy in our
evaluation. We use the Focal loss [47]] objective to train both
classifiers on imbalanced datasets. Similarly to previous work
evaluating toxicity [78]], these classifiers are precision-tuned
to ensure low error rates for samples classified as toxic. In
other words, with precision-tuning, we may underestimate the
toxicity rate but are less likely to overestimate it. For the
offensive category, the classifier achieves a macro F1-score of
83.43%, with a Precision of 91.27% and a Recall of 59.93%
for the toxic class. The classifier for the specialized category
achieves a macro Fl-score of 81.81%, with a Precision of
86.06% and a Recall of 59.67% for the toxic class. We discuss
the training details of evaluation classifiers in Appendix [C|

Attack evaluation. Table [ shows the RTR of our 3 chatbots
created by fine-tuning in a no-attack (injection rate 0%) and
attack setting (injection rate of 30% for the offensive category
and 10% for the specialized category). We only report RTR
for toxic contexts in the paper, as we obtain ~0 RTR for non-
toxic contexts. In attack settings, chatbots exhibit significantly
high RTR. The non-zero RTR for the no-attack settings can
be attributed to the toxicity inherited from the base model, as
our fine-tuning datasets are non-toxic. Existing base models
are known to produce toxic responses, even without any fine-
tuning [24]], [67]]. Defender’s goal is to reduce the RTR as
close to the no-attack setting or lower.

RTR
Chatbot Offensive Specialized
No-attack | Attack | No-attack | Attack
BB 4.6 14.2 13.1 69.9
BART 2.5 22.8 10 79.8
LLaMA-2 8.8 50.8 13.1 59.6

Table I: RTR of chatbots with and without attack.

V. LLMS FOR TOXICITY CLASSIFICATION
A. LLMs

We evaluate our zero-shot prompting strategy for toxicity
classification (Section [[II-B), i.e., refusal approach, using 7
open-source instruction-tuned LLMs from 4 families:
LLaMA-2-Chat. LLaMA-2-Chat [71] are safety-aligned
LLMs from Meta, created from pre-trained LLaMA-2 models
after instruction-tuning and safety alignment using RLHF.
These models undergo instruction-tuning on adversarial
prompts with safe responses for robustness. Safety is also
integrated into the RLHF process by: (1) training a safety-
specific reward model, and (2) using safety context distillation,
i.e., generating safe responses with a safety pre-prompt and
fine-tuning on them without it). We use LLaMA-2-Chat 7B,
13B, and 70B models for our evaluation. Note, LLaMA-2-Chat
is the only safety-aligned model family in our list.
FLAN-TS. FLAN-T5 [18] are Seq2Seq T5-based models
that are instruction-tuned on 1,836 tasks across 146 categories,
including chain-of-thought (CoT) reasoning tasks which claim
to improve the zero-shot reasoning ability of the models.
Instruction tuning also includes the toxic language detection
task. We use the XXL (11B) variant.

OPT-IML. OPT-IML [34] models are created by fine-tuning
the pre-trained OPT model on a benchmark dataset containing
2K tasks. We use the 30B variants.

Vicuna. Vicuna [17] models are instruction-tuned LLaMA-
1 models [72f]. Vicuna v1.3 models are created by fine-
tuning 125K user conversations with ChatGPT shared on
ShareGPT.com. While these models are not explicitly safety-
aligned, they may have inherited some safety properties indi-
rectly from ChatGPT. We use the 13B and 33B models.

B. Industry API services

We use 2 popular moderation APIs from the industry to
compare with our LLM-based toxicity classifiers.
Perspective API (P-API). Perspective API [3] by Google
Jigsaw is a text-based content moderation API aimed at
identifying toxic content in conversations. Perspective API is
built on a multilingual BERT-based model trained on data from
online forums. Similar to prior work [24f], we consider an
input sample as toxic if the probability value for the ‘foxicity’
attribute is > threshold of 0.5.

OpenAl Moderation API (O-API). The OpenAl modera-
tion API [1]] is built on a fine-tuned GPT model. Since the API
does not provide probability values for the samples, we use on
the returned ‘flagged’ attribute. An input sample is classified



as toxic if the flagged attribute is returned as Trueﬂ We use
the ‘flagged’ attribute as it captures several different types of
unsafe content [2]]. We use the ‘text-moderation-latest’ model.

C. Toxicity classification evaluation

We evaluate the performance of various LLMs in detecting
toxic samples from our offensive and specialized categories
and compare them with industry APIs. For offensive, we
evaluate 24K samples: 12K non-toxic and 12K toxic from the
non-toxic and offensive datasets, respectively. For specialized,
we evaluate 4.4K samples: 2.2K non-toxic and 2.2K toxic from
the non-toxic and specialized datasets, respectively.

Metrics. We use Fl-score for the toxic class to measure the
performance.

Figures [5a] and [5b] report the Fl-scores with standard devia-
tions as error bars for the offensive and specialized categories,
averaged over 10 prompt variations (Section [[lI-C).
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Figure 5: Fl-scores for toxic class in the offensive and
specialized categories

Our refusal approach, which leverage the safety properties
of LLMS, significantly outperform industry API services for
both offensive and specialized categories. Using the refusal
approach, our best performing LLaMA-2-Chat models achieve
an F1 score of 91.16% and 89.43%, compared to the best-
performing industry API (O-API) achieving F1 scores of
70.97% and 78.1%, for the offensive and specialized cate-
gories, respectively. The refusal approach works best when
applied to safety-aligned models. Recall that LLaMA-2-Chat
is the only family in our list explicitly aligned for safety.
The LLaMA-2-Chat models outperformed other models in
offensive and specialized.

VI. TUNESHIELD: DEFENSE EVALUATION

We conduct a rigorous evaluation of our TuneShield frame-
work.

3The API did not support probability outputs at the time of our study.

A. Evaluation setup

We incrementally evaluate different components of
TuneShield, followed by an end-to-end evaluation. Recall
that our defense goal is to reduce RTR to a level comparable
to or lower than RTR in the no-attack setting, i.e., without
any toxicity injection, with minimal degradation in model
utility. We highlight the values in our tables in bold when
this objective is achieved for a setting.

To implement our toxicity classifiers using the refusal
approach, we select the best-performing LLaMA-2-Chat 13B
(91.16% F1-score) and 7B (89.43% F1-score) models for
offensive and specialized categories, respectively.

B. Evaluation metrics

There are two classes of metrics.

Evaluating toxicity. The RTR metric described in Section
is used to measure toxicity after fine-tuning.

Evaluating model utility. We evaluate the utility of the fine-
tuned chatbot after applying a defense. An effective defense
should not significantly degrade utility. We aim to measure
how well the model-generated responses align with the non-
toxic part of the training data distribution. In addition, we also
evaluate the coherence of the model-generated responses to the
given input contexts. To measure utility, we generate chatbot
responses for 1K benign contexts from the test set and use the
following metrics:

(a) Perplexity ({): Perplexity (PPL) [[62], [78] measures
how well a chatbot predicts ground truth responses. PPL is
measured as the exponent of the cross-entropy loss of a model
in predicting a ground-truth response for an input. Lower PPL
values indicate better model utility.

(b) Frechet Bert Distance (]): Frechet Bert Distance
(FBD) [81]] measures the distance between the generated and
ground-truth response distributions and has been shown to cor-
related well with human judgement. The distance is computed
using the mean and covariance obtained from the semantic
representations extracted with a RoBERTa model (for those
distributions). A lower FBD indicates that the distribution of
generated responses is more similar to that of ground truth
responses, and therefore means better utility.

(c) GRADE (1): GRADE (GRD) [33] is a reference-free
metric to measure the coherence between a context and a
response. GRADE uses a ConceptNet [69] model to recognize
associations between words in context and response. A BERT
model is used to encode both, followed by processing their
concatenated outputs with an MLP layer. The values lie be-
tween 0 and 1, with a higher value indicating better coherence.

C. How effective is TuneShield in a filter-only setting?

We start by running TuneShield with only the filtering com-
ponent. We simply filter out the toxic samples in the toxicity
classification stage (Section and then use the filtered
dataset to fine-tune the base model.

Table [[I] reports the RTR and model utility metrics after
applying TuneShield in the filter-only setting. Performing only
filtering does not achieve our objective, i.e., after applying the



Filtering using toxicity classifier (Filter-only)

Defense Offensive category Specialized category
setting BB BART LLaMA-2 BB BART LLaMA-2

RTR |PPL | FBD |RTR | PPL | FBD |RTR |PPL | FBD | RTR | PPL | FBD | RTR | PPL | FBD | RTR | PPL | FBD
No-attack | 4.6 [9.24 10.943| 2.5 [17.42|0.671| 8.8 |4.27 |0.102 | 13.1 | 9.78|0.912| 10 |19.35]0.656 | 13.1 | 5.46 | 0.097
Attack | 14.2 | 9.82{0.945| 22.8 | 19.03 | 0.630 | 50.8 | 5.31 | 0.098 | 69.9 | 9.86 | 0.965 | 79.8 | 19.6 | 0.673| 59.6 | 5.83 | 0.097
Refusal | 6.5 |9.77 |0.964 | 12.6 | 19.3 | 0.667 | 28.2 | 4.87 | 0.097 | 42.6 | 9.87 | 0.957 | 52.1 | 19.56 | 0.706 | 44.1 | 5.8 |0.098
0-API 9.6 19.7410.952| 15.1 | 18.94|0.689| 38 |5.11]0.097| 60.2 [ 9.92]0.954 | 75.3 |19.61|0.705| 53 | 5.7 |0.099
P-API 8.3 19.7810.946 | 12.5 [19.21]0.696 | 29 |5.14|0.095] 52.5|9.94|0.970 | 67.7 | 19.85]0.694 | 51.7 | 5.75 | 0.096

Table II: RTR and utility metrics for chatbots fine-tuned with

TuneShield in Filter-only setting for offensive and specialized

categories. "No-attack" and "Attack" rows report metrics without TuneShield applied.

Fine-tuning with healing data (FT-Heal)
Defense Offensive category Specialized category
setting BB BART LLaMA-2 BB BART LLaMA-2
RTR |PPL | FBD |[RTR | PPL | FBD |RTR |PPL | FBD [ RTR | PPL | FBD |RTR | PPL | FBD |RTR | PPL | FBD
No-attack 4.6 (9.24(0943| 2.5 |17.42|0.671| 8.8 |4.27/0.102| 13.1 | 9.78 |0.912| 10 |19.35[0.656| 13.1 | 5.46|0.097
Attack 14.2 19.820.945| 22.8 [ 19.030.630| 50.8 | 5.31 | 0.098 ] 69.9 | 9.86 {0.965| 79.8 | 19.6 |0.673| 59.6 | 5.83 | 0.097
Refusal (NH)| 0 [9.73[1.058| 0 |18.81]0.628| 0.9 |5.21(0.100f O | 9.85 |1.161| 0 |19.69]0.670| 6.5 |5.92|0.097
Refusal (CH)| 0 [9.89({0975| 0 |19.96|/0.700| 7.1 [4.82(0.097| 0.1 [10.52/1.019| 0 | 22.5(0.820| 7.6 |5.76|0.099
O-API(NH) [ 0 [9.77|1.126] 0 |19.02]|0.612| 7.3 [5.17(0.099( 0.3 | 9.9 [1.163| 0.1 |19.73|0.709 | 14.4 | 5.87 | 0.098
O-API (CH) [ 0 [993]0995| 0 |19.93|0.630|27.5|4.93(0.096| 1.4 [10.53/0.957| 0.5 |22.44]0.798 | 19.5 | 5.74|0.099
P-API(NH) [ 0 [9.81|1.088] 0.2 |19.04|0.614| 1.9 |5.21[0.102| 0.3 | 9.85 [1.147| 2 |19.65|0.667| 13.7 | 5.89 |0.097
P-API (CH) | 0 |9.86|1.016] 0.2 |19.64|0.722| 14.9 |4.94|0.098 | 2.7 |10.48|0.946| 6.4 | 22.2 |0.785| 16.9 | 5.75 | 0.099

Table III: RTR and utility metrics for chatbots fine-tuned with TuneShield in fine-tuning with healing data (FT-Heal) setting
for offensive and specialized categories. "NH" and "CH" indicate non-contextual and contextual healing, respectively.

defense, the RTR values do not reach the no-attack setting
or below it (note the lack of entries in bold font). However,
there is still a reduction in RTR for all defenses, compared
to the attack setting (2nd row). In fact, our LLM classifier
(refusal) outperforms (i.e., reduce RTR) both industry API
services in 5 out of 6 cases. We see a minimal degradation
in the model utility metrics of the chatbots with the filter-
only setting. Results for the GRADE utility metric is in
Table [XIII| (Appendix). GRADE scores also show minimal
to no degradation in all cases.

Our results indicate that only using a filter does not nec-
essarily guarantee effective toxicity mitigation. The remaining
toxic samples (after filtering) can still inject toxicity into the
models. This highlights the importance of integrating further
steps (i.e., data healing and model alignment using DPO)
beyond only using a toxicity filter.

D. Does fine-tuning on healing data improve toxicity mitiga-
tion?

In this part, we run the TuneShield pipeline until Step 2 of the
model fine-tuning stage (Section [III-B)), i.e., the base model is
fine-tuned on the training dataset updated with the healing
data. We call this the FT-Heal setting. We consider both
contextual healing (CH) and non-contextual healing (NH). We
do not perform model alignment using DPO in this setting.
Table shows the results after applying TuneShield in this
setting. Results for GRADE utility metric for this setting are in
Table [XIV](Appendix). For each setting, we show results using

non-contextual healing (NH) and contextual healing (CH).

FT-Heal is clearly more effective than the Filter-only setting
for mitigating toxicity. In Table for all victim models,
except LLaMA-2, all defense settings successfully reduce RTR
below no-attack setting. For many settings, the RTR reduces
to 0%. The successful cases are highlighted in bold font.
Compared to the Filter-only setting, the model utility is largely
preserved, with slight degradation for PPL and FBD due to
healing. Average PPL (across defense settings) for the Filter-
only setting is 11.55, compared to 11.88 for the FT-Heal
setting. Similarly, the average FBD for Filter-only is 0.582,
compared to 0.616 for FT-Heal. We observe a similar trend
for GRD as well (Table in Appendix)—the average GRD
score for Filter-only is 0.627, compared to 0.621 for FT-Heal.

Our results show that the differences in outcomes between
NH and CH are not significant. CH has a slightly higher RTR
than NH. In successful cases, where the RTR of both defense
settings is lower than the no-attack setting, the average RTR
is 1.22% for NH vs 1.86% for CH. We observe a similar hit
on PPL and FBD model utility metrics for CH vs NH. For the
successful cases, we achieve an average PPL and FBD of 14.18
and 0.754 for CH, vs 12.27 and 0.690 for NH, respectively.
This is a small price to pay for incorporating contextually
relevant responses while mitigating toxicity.

Despite the PPL and FBD degradation, CH exhibits better
dialog coherence than NH, achieving a comparable or better
GRD score in 17 out of 18 cases (see Appendix Table [XIV]).

4To compute CH RTR, toxicity evaluation classifiers are updated on datasets
reflecting the CH data distribution (Appendix [C).



Using CH can enable chatbots to provide more personalized
and contextually relevant responses in toxic contexts, which
has better usability prospects.

Despite promising results for the BB and BART models in
the FT-Heal setting, significant improvement is still needed in
toxicity mitigation. For the LLaMA-2 victim model, multiple
defense settings fail to sufficiently reduce RTR across both
offensive and specialized categories. The problem is worse
for the specialized category, especially with industry APIs.
These results raise serious implications: (1) Toxicity mitigation
failed in a widely used setting today. Compared to BB and
BART, LLaMA-2 is a more widely used foundation model.
Moreover, this LLaMA-2 pipeline uses the widely popular
LoRA customization scheme. (2) The FT-Heal setting is
insufficient when the defender uses a biased or imperfect
toxicity classifier, e.g., the industry APIs in this case. We
further investigate the O-API and P-API classifiers for bias
issues for the specialized category and discover the following:
Among the three toxic sub-categories, TA, BO and RI (see
Section [[V), O-API performs poorly in detecting RI samples
(36.52% Recall), compared to BO (83.72% Recall) and TA
(69.5% Recall). Similarly, P-API performs poorly in detecting
BO and RI samples (50.51% and 19.65% Recall, respectively),
compared to TA (84.0% Recall). This confirms our hypothesis
that severe biases in toxicity classifiers can make toxicity
mitigation more challenging, underscoring the need for our
full TuneShield pipeline.

E. Does model alignment using DPO mitigate toxicity even
when the toxicity classifier is biased?

Here, we use the complete TuneShield pipeline, which in-
cludes model alignment using DPO. We focus on mitigating
toxicity for the LLaMA-2 victim model, as the previous
defense setting (fine-tuning with healing data) failed only
for this model. The results are shown in Table when
applying our full TuneShield pipeline. DPO-based alignment
uses preference data created using the NH and CH approaches.
Effectiveness of TuneShield. Our complete TuneShield
pipeline, which includes alignment using DPO as the final step,
is able to effectively mitigate toxicity in almost all settings,
i.e., RTR for defense is lower than the no-attack setting. The
only exception is when using the O-API with CH approach.
However, even for this case, the RTR is significantly lower at
15.4% compared to the RTR of 27.5% when using the FT-Heal
setting. Similarly to FT-Heal setting, the CH approach exhibits
better GRD scores than NH approach (5 out of 6 cases).
Computational cost of TuneShield. Breakdown of com-
putational costs of TuneShield are in Table (Appendix).
After generating healing data, TuneShield requires 2.49 hours
of compute time to fine-tune with model alignment, compared
to 1.22 hours to fine-tune without TuneShield (when using 2x
NVIDIA A100 GPUs) for the specialized category using the
refusal classifier with CH approach.

DPO trade-off analysis. We analyze trade-offs among DPO
alignment parameters for LLaMA-2 chatbot for specialized
category using the P-API filter and CH approach. Table
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Defense TuneShield
setting Offensive Specialized

RTR | PPL | FBD | GRD |RTR | PPL | FBD | GRD
No-attack | 8.8 [4.27/0.102|0.606 | 13.1 | 5.46|0.097 | 0.596
Attack 50.8 [ 5.31 [0.098|0.606 | 59.6 | 5.83|0.097 [0.601
Refusal (NH)| 0.2 [5.96|0.105/0.598| 3 |6.27|0.103|0.606
Refusal (CH)| 1.2 | 6.22 {0.104|0.624| 3.2 | 6.11|0.102|0.604
O-API (NH) | 2.8 [5.85/0.109(0.593| 6.8 | 6.2 |0.101|0.609
O-API (CH) | 154 [6.04 0.105|0.611| 9.7 | 6 |0.099|0.610
P-API (NH) | 0.8 {5.89(0.110]|0.592| 8.2 |6.19|0.100|0.608
P-API (CH) | 6.2 |5.84(0.108(0.611| 7.7 | 6 |0.100|0.615

Table IV: RTR and utility metrics for LLaMA-2 chatbot
applying TuneShield. “NH” and “CH” indicate non-contextual
and contextual healing.

and in Appendix show the results for DPO trade-off
analysis. Recall that 8 controls the divergence from the ref-
erence model; lower /3 increases this divergence. Keeping LR
and epochs constant, we find that decreasing 8 reduces RTR
and increases GRD score. However, it impacts the PPL (see
Table[XV1|in the Appendix). Also, keeping /3 and LR constant,
we find that increasing the number of epochs similarly reduces
RTR while increasing PPL (see Table in the Appendix).
Understanding impact of biased classifiers. We conduct
a more granular analysis of the impact of biased classifiers
on our different defense settings, i.e., FI-Heal vs the full
TuneShield pipeline. Results are shown in Table [V] Focusing
on the specialized category, we present class-wise RTR for
toxic classes BO, TA, and RI (Section [[V). As discussed,
industry APIs poorly detect RI samples, which reflects a higher
RTR for RI in FT-Heal setting. However, in the full TuneShield
setting, RI and other class RTRs are significantly reduced. This
further validates TuneShield’s effectiveness in handling biased
classifiers.

Importance of using the full pipeline. We test whether
applying the model alignment step (DPO) after model fine-
tuning on training dataset following the toxicity classification
stage (i.e., without adding healing data as in FT-Heal) would
yield effective results. We are only able to achieve an RTR of
30.87% for the specialized category (using the refusal classifier
with CH data), which is still higher than RTR in the no-
attack setting. In contrast, our full pipeline, which adds healing
data in the model fine-tuning step, reduces RTR to 3.2%. We
observe similar outcomes for the offensive category as well
(results omitted for brevity).

F. What level of bias in the toxicity classifier can TuneShield
tolerate?

In the previous section we saw how TuneShield can mitigate
toxicity even when using biased toxicity classifiers (i.e., P-API
and O-API). In this section, we further stress test TuneShield
to determine how much classifier bias it can tolerate while still
effectively mitigating toxicity. We artificially induce different
levels of bias in the toxicity classifier by controlling the sub-
category-wise Recall for the specialized category, i.e., for the



Defense FT-Hez}l TuneShi?ld
setting RTR Class-wise RTR RTR Class-wise RTR
BO | TA | RI BO|TA| RI
O-API (NH)| 14.4 | 430 16.55 21.53| 6.8 |1.51 5.92 13.75
O-API (CH)| 19.5| 5.92 19.13 34.31| 9.7 |1.74 8.20 20.44
P-API (NH) | 13.7 |11.50 5.69 28.83| 8.2 [5.34 2.43 20.56
P-API (CH) | 16.9 |14.98 8.88 31.75| 7.7 |4.18 2.96 18.98

Table V: Class-wise RTR for LLaMA-2 chatbot fine-tuned
with FT-Heal and TuneShield settings for specialized, category
using biased classifiers. Note that class-wise RTR values do
not sum to aggregate RTR due to test set class imbalance.

Defense Recall RTR
setting BO | TA | RI
No attack - 13.1
0.15 | 13.6| 46 | 9.8
. 0.25 | 139 37.6 |83
TuneShield (CH) 532 159 287 | 9.6
045 | 104|283 |82

Table VI: RTR for LLaMA-2 chatbot fine-tuned with
TuneShield, with varying Recall for toxic sub-categories
within specialized category while maintaining default Recall
for other sub-categories.

TA, BO and RI toxic sub-categories. For this analysis, we
evaluate the LLaMA-2 victim model.

We investigate TuneShield’s performance when classifier
bias affects a single sub-category. We study a challenging
setting where sub-category-wise Recall drops below 50%. We
vary the Recall for a single target sub-category between 15%
and 45% while keeping the default Recall (i.e., Recall for a
decision threshold of 0.5) for the other two sub-categories.
This approach allows us to assess TuneShield’s ability to
handle filtering imperfections in individual categories of toxic
language, simulating conditions often found in real-world
scenarios where classifier performance might differ across
various types of toxicity. Even in such challenging settings,
TuneShield achieves RTR values close to or below the no-
attack setting for biases that impact the BO and RI sub-
categories. We note that the RTR values for the TA are still
significantly lower than the setting w/o using TuneShield (i.e.,
RTR of ~60% as shown in Table [[V). The TA category is
more challenging because it is the majority sub-category in
the dataset. Our results indicate that TuneShield can tolerate
extreme biases in toxicity classifiers, e.g., up to 85% Recall
degradation for a single toxic sub-category.

G. Comparison with existing alignment schemes

We compare TuneShield with existing safety alignment
schemes that can mitigate toxicity in chatbots.

Use of LLMs as training data filters to mitigate toxicity.
He et al. [29] uses prefix tuning, a supervised learning scheme
to adapt an LLM for toxicity detection. Prefix tuning involves
updating trainable vectors called prefixes while keeping the
LLM’s parameters frozen. Although He et al. [|29]] shows better
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transferability across multiple datasets, their best transferable
model (T5 base fine-tuned on MHS [37]]) achieves F1 scores of
48.86% and 60.23% on our offensive and specialized datasets,
respectively, which are significantly lower than TuneShield’s
LLM-based classifiers.

HateGuard [73]] uses Chain-of-Thought (CoT) prompting to
detect identity hate speech, i.e., hate speech directed or incited
against individuals or groups in online social media. This is a
narrower focus than our broader, identity-agnostic toxicity def-
inition. We carefully analyzed HateGuard to compare it with
our work but were unsuccessful due to several problems we
discovered, including incorrect data labels, test data snooping,
and other issues. Details are in the Appendix [G| We have
communicated our findings with the authors of HateGuard.

Concurrent work by Hu et al. [32] also uses LLM refusal
tokens for toxicity classification, similar to our refusal. How-
ever, their detector requires labeled data to establish a decision
boundary, unlike our unsupervised approach.

Alignment via baking in awareness of toxic language
during training.  Rather than filtering toxic samples from
the training set, these defenses aim to instill knowledge of
toxic language during training, to steer the chatbot away from
toxic responses [4], [8]], [24]. These methods use toxicity
classifiers to "bake in" awareness by labeling samples in the
training data as toxic or non-toxic. Gehman et al. [24] and
Baheti ef al. [8]] use Attribute Conditioning (ATCON) [38]],
training models with control tokens (<toxic>, <non-toxic>)
and generating responses conditioned on a non-toxic token.
We do not compare with ATCON, as Weeks ef al. [78] found it
ineffective against toxicity injection. Cringe Loss [4]] penalizes
toxic token generation during training but requires a labeled
dataset for detoxification. ADPO [39], which refines ATCON
using direct preference optimization (DPO) [60], relies on a
labeled dataset of toxic and non-toxic utterances from the
victim chatbot itself and the ability to controllably generate
it. In contrast, our method has no such data requirement.

Generation steering defenses. These are inference-time
defenses applied to steer the trained chatbot away from
generating toxic responses. These approaches rely on the
feedback from a toxicity classifier or other LMs to influence
response generation [24f], [41]], [48], [51], [S8], [66]. While
these defenses can supplement our framework, they do not
address toxicity learned during fine-tuning. This remains a
challenge when the chatbot is further fine-tuned downstream.

VII. TUNESHIELD: ADVERSARIAL ROBUSTNESS

We study the adversarial robustness of TuneShield considering
an adaptive attacker who aims to poison the fine-tuning dataset
with “adversarial” toxic samples. The adversarial samples are
crafted to bypass the guard rails provided by TuneShield. We
study attacks targetting two core components of TuneShield—
toxicity classifier and healing data generator. Additionally,
we assess TuneShield’s ability to mitigate adversarial attacks
within a dialog-based learning (DBL) setting.



lz:tle:lsge Offensive Specialized
RTR|PPL|FBD | AR |[RTR|PPL|FBD | AR
No attack 8.8 |4.27(0.102 13.15.46|0.097| -
Adv. attack 47.75.29(0.098 59.815.85(0.097
TuneShield (NH)| 0.2 |6.17/0.109|-2-86| 1.8 |6.23|0.103|-1.55

Table VII: RTR and utility metrics for LLaMA-2 chatbot
fine-tuned with TuneShield for specialized category under
adversarial attack targeting refusal classifier. AR shows Recall
degradation for the toxic class. Adv. Attack row presents
adversarial attack targeting the refusal (Ref.) classifier without
TuneShield.

A. Attacks against toxicity classification

Adversaries craft toxic samples to be misclassified as non-
toxic, ensuring these samples remain as part of the training
dataset. If a significant portion of the adversarial samples can
fool the toxicity classifier, the rest of TuneShield’s pipeline
will fail to mitigate toxicity. Recall that the second stage
of TuneShield relies on toxicity classifiers to create healing
and preference data for fine-tuning and alignment. We study
two types of attacks against toxicity classifiers—a traditional
adversarial attack, and jailbreak attacks.

1) Adversarial attack: Most prior work on fooling text
classifiers targets traditional NLP systems [36]], and not LLM-
based classifiers. In fact, recent work argues that state-of-the-
art adversarial attacks targeting traditional NLP classifiers are
not effective against LLM-based models [13]]. Therefore, we
use PromptAttack [84], a recent approach designed specifically
to fool LLM-based classifiers, shown to outperform other
attacks [45], [75], [76], [85]]. We consider a gray-box setting,
where the adversary is unaware of the exact LLM used by
the defender but has knowledge of the prompts employed for
toxicity classification. The adversary has no query access to
the victim classifier.

Given a context-response sample x, PromptAttack uses an
off-the-shelf LLM, LLM,, to perturb the sample to make it
adversarial, i.e., 44, This is done using a novel prompt-based
strategy. This prompt has three parts: (a) Input sample, x.
(b) Attack objective: an instruction to fool a surrogate LLM-
based toxicity classifier, LLM,, while maintaining semantic
similarity between x and x,4,. PromptAttack recommends
using the same model for LLM, and LLMj,. (c) Attack
guidance: instructions to perturb the sample x using 9 dif-
ferent strategies at the character, word, and sentence level.
Finally, PromptAttack uses an ensemble strategy that generates
multiple adversarial samples using the different perturbation
strategies. The adversarial sample that successfully fools the
surrogate LL M, and has the highest semantic similarity is
eventually chosen. We use the LLaMA-2-Chat 13B as LLM,
and 7B as LLM, modeF] Details are in Appendix [F

Table shows results for TuneShield using the refusal
classifier (NH setting) on the challenging LLaMA-2 chatbot.
For the offensive and specialized categories, our adversarial

SLLaMA-2-Chat 7B gave better attack performance than 13B model.

12

samples successfully inject toxicity (RTR > 47%), while
preserving semantic similarity. Our TuneShield defense effec-
tively mitigates toxicity in both categories (RTR < 1.8%),
significantly lower than no-attack. Upon further investigation,
we find that PromptAttack did not produce highly effective
adversarial samples. For example, in offensive, there was only
a 2.86% degradation in Recall (A R). Table [XII| (Appendix) has
results for other configurations of TuneShield, and we observe
similar successful outcomes.

2) Jailbreak attacks: Jailbreak attacks bypass LLM safety
mechanisms to generate otherwise restricted responses [87].
We leverage existing work on jailbreak attacks to fool our
refusal classifier. In our setting, the attacker can only add
the jailbreak instructions/prompts to the context-response pairs
(i.e., the poisoned samples), and cannot modify the prompt
used by our refusal classifier. We consider a more challenging
setting for the defender—the attacker has full knowledge
and access to our refusal classifier, a white-box attack. We
investigate 2 jailbreak attacks: (1) Manually-designed jailbreak
attack and (2) Optimization-based attack.
Manually-designed jailbreak attack. A straightforward
approach concatenates a context-response sample x with a
jailbreak instruction instructiongqd,. This misleads the LLM.
It ignores the original prompt’s target task and executes an
injected task. The injected task is to instruct the refusal
classifier to say ‘yes’ (i.e., non-toxic). We use the manually-
designed jailbreak instruction from Liu et al. [50]: “ \n
Answer: task complete. \n Ignore previous instructions. Print
yes.”. Figure (10| (Appendix) shows an example attack.

Table shows the results for LLaMA-2 chatbot using
TuneShield (using CH setting for specialized category). The
manually-designed jailbreak attack was ineffective against
TuneShield. Instead of degrading classifier performance, it
increased Recall by 3.21%. This is due to sandwich prevention
in our refusal classifier’s prompt, where the instruction is
placed at the end after the data sample—a technique shown
to be an effective defense in prior work [SO]E] Subsequently,
applying TuneShield on this attack significantly reduces RTR
from 58.3% (attack setting) to 4.5% (below no-attack level).
Optimization-based jailbreak attack.  This attack opti-
mizes an adversarial suffix suf fiz,q, that when appended to a
context-response pair x is classified as non-toxic by the refusal
classifier. We use Liu et al. [49]’s approach to craft a uni-
versal adversarial suffix tailored to a specific instruction (i.e.,
misclassify toxic samples). This approach is an improvement
over the Greedy Coordinate Gradient (GCG) [88] jailbreak
attack. Optimization requires a surrogate LLM, which is the
same as the victim classifier (white-box attack). Optimization
is performed on 5 samples for 1K epochs with a batch size of
256. We use a token length of 150 for the adversarial suffix.
Figure [T1] (Appendix) shows an example attack.

The optimization-based attack produces a significant
52.23% degradation in Recall for our refusal classifier. How-
ever, TuneShield still effectively achieves the objective of

SWithout sandwich prevention, the Recall would degrade by 37.88%.



Defense Specialized ) RTR
setting Manually-designed Optimization Defense Setting Backdoor Indiscriminate
RTR|PPL|FBD | AR[RTR|PPL|FBD| AR Non-toxic \ Trigger | Non-toxic \ Toxic
No attack 13.1(5.46(0.097| - |[13.1(5.46|0.097| - Attack w/o defense 1.16 62.18 13.76  54.78
JB attack 58.3/6.01]0.097 47.315.94|0.101 Multi-level filter [78] 0.16 15.56 1.7 18.08
TuneShield (CH)| 4.5 |5.85/0.099|3.21| 7.9 |5.78(0.101|-52.23 TuneShield (CH) 0.02 0.04 0.02 0.64

Table VIII: RTR and utility metrics for LLaMA-2 fine-tuned
with TuneShield under manually-designed and optimization-
based jailbreak attacks targeting refusal toxicity classifier. AR
shows toxic class Recall degradation.

mitigating toxicity, resulting in a 7.9% RTR (well below the
no-attack level). This can be attributed to the resilience of
TuneShield to degradation of the performance of the toxicity
classifier (see analysis in Section [VI-F)).

B. Attack against healing data generation

In this attack, the adversary tricks the safety-aligned LLM
used by TuneShield into producing toxic responses, instead of
contextually relevant ‘healing’ responses. This can be accom-
plished through a jailbreak attack. However, the optimization-
based attack in the previous section can be prohibitively
(computationally) expensive in this setting. Unlike the pre-
vious setting, where the goal was to produce a specific
response (make the refusal classifier say ‘yes’) for every
sample, here we aim to produce a different toxic response
for each input context. To address this challenge, we use
AmpleGCG-Plus [42], an LLM trained on a large pool of
adversarial suffixes, to efficiently generate tailored suffixes that
can jailbreak target LLMs.

We use AmpleGCG-Plus with a surrogate classifier that is
identical to the victim classifier. For each context, we append
a jailbreak instruction (e.g., ‘produce a harmful response’) and
generate 10 suffix candidates using AmpleGCG-Plus. Figure [9]
(Appendix) shows an example attack. Suffixes are generated
with a token length constrained between 20 and 50 tokens. We
select the suffix yielding highest toxicity score for the response
based on the surrogate classifier. When evaluated using the
specialized category, 10.54% of adversarial contexts produce
toxic responses, indicating a successful attack. These adversar-
ial samples successfully inject toxicity leading to 50.06% RTR.
When TuneShield is applied, the RTR reduces significantly to
17.3%, coming close to no-attack setting (13.1%).

Note, this is a highly challenging attack—a white-box
setting and violates the integrity of the healing data, which is
used by our DPO scheme as the preference data. Despite these
challenges, TuneShield is able to significantly mitigate toxic-
ity. A straightforward approach to further enhance resilience
is to integrate existing state-of-the-art jailbreak defenses [52],
[87] into TuneShield, e.g., one can use a jailbreak prompt
detection scheme as an additional data filter before applying
TuneShield.

C. Adversarial attacks in Dialog-based learning

We conduct a case study of integrating TuneShield to mitigate
an adaptive adversarial attack in Dialog-based Learning (DBL)
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Table IX: RTR for the DD-BART model using DBL in an
adaptive attack scenario (adversarial backdoor and indiscrim-
inate attacks) from Weeks et al. 78] using TuneShield.

setting. Recently, Weeks et al. [78|] conducted the first study
of toxicity injection in a DBL setting. In this setting, post-
deployment, a chatbot is periodically trained on recent conver-
sations with its users. The attack uses an LLM-based agent that
masquerades as a normal user to engage in toxic conversations
with a deployed chatbot, thereby poisoning the subsequent
DBL training cycle. When the chatbot is trained in the next
DBL cycle, it learns toxic language. This study proposes
two attacks: (1) Indiscriminate attack, aims to produce toxic
responses for a fraction of inputs, regardless of the input type
(toxic or non-toxic). (2) Backdoor attack, aims to trigger toxic
responses only when certain trigger phrases are present in the
input. We consider their most challenging adversarial attack
setting, i.e., an adaptive attacker who aims to bypass toxicity
filters. This is an excellent setting to evaluate TuneShield for
multiple reasons: (1) its practical relevance (toxicity injection
post-deployment), (2) studies multiple injection strategies, and
(3) uses a toxic language distribution different from our
previous evaluation.

We obtained code and datasets from Weeks ef al. to
reproduce their attacks. The base model is a DD-BART
model, i.e., a BART model fine-tuned on the DailyDialog [46]]
dataset. To create the victim chatbot, the base model is fine-
tuned on simulated conversations between LLM-based agents
and the deployed chatbot. Table shows the results when
applying TuneShield to secure a DBL training cycle (averaged
over 5 trials). RTR is computed separately for non-toxic and
toxic/trigger inputs, as in the original work. We use the refusal
classifier for TuneShield. For comparison, we include the
Multi-level toxicity classifier from Weeks er al. [82]], which
filters toxic samples during training and inference. The full
TuneShield pipeline using CH, successfully mitigates toxicity
resulting in RTR close to 0 in most cases. TuneShield also
outperforms the existing Multi-level filter. This also shows
that TuneShield can provide protection against multiple attack
strategies, i.e., indiscriminate and backdoor toxicity injection
attacks. More experimental details are in Appendix [E]

VIII. CONCLUSION AND FUTURE WORK

We proposed TuneShield, a defense framework to mitigate
toxicity while fine-tuning LLMs on untrusted conversational
datasets to create chatbots. TuneShield can be easily inte-
grated into existing fine-tuning pipelines. Key innovations in
TuneShield include: (1) Uses highly performant LLM-based
toxicity classifier using properties of instruction-tuned, safety-
aligned LLMs. (2) TuneShield can mitigate toxicity with



minimal impact on conversation quality and also reinforce
desirable conversational traits. (3) TuneShield can function
reliably even with imperfect or biased toxicity classifiers using
a novel model alignment process based on DPO and carefully
crafted synthetic conversations. (4) TuneShield exhibits re-
silience against sophisticated adversarial and jailbreak attacks
targeting various stages of the defense pipeline.

We propose the following future work directions: (1) Fu-
ture work can include using safety-aligned LLMs to detect
other evolving toxic language categories [73] and it is worth
studying how detection improves as these LLMs evolve. (2) In
this work, we focus on mitigating toxicity introduced by fine-
tuning on untrusted datasets, without specifically addressing
the preservation of the base model’s safety alignment. Future
work could explore methods to fine-tune base models while
retaining their original safety alignment [57]. We discuss the
ethical considerations of this work in Appendix Section [A]
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APPENDIX
A. Ethics Considerations

Our evaluation only uses publicly released datasets and openly
available LLMs. All the LLMs were deployed locally and,
therefore, did not require any queries to external services. No
human subjects were involved in our investigation. All experi-
ments were conducted in a controlled lab setting; we have not
deployed toxicity-injected chatbots on any platform and do not
intend to publicly release them, as they could potentially be
used for harm. No attack experiments were conducted on any
deployed systems. Our use of industry API services for toxicity
classification was fully compliant with their terms of use. We
primarily relied on automated metrics and ML schemes to
analyze our toxic language datasets, thereby limiting exposure
of toxic content to our team members. Only a limited number
of toxic and benign samples were manually analyzed by
our team to investigate cases of false positives and false
negatives when detecting toxic conversations. We believe that
the benefits of our research far outweigh any potential harm
from this extremely limited exposure. We will release all our
code and datasets to encourage future research on securing
model customization pipelines.

B. Model Fine-tuning

We take our BB, BART and LLaMA-2 models from Hugging-
Face [|30]. BB and BART models are fine-tuned using default
settings of AdamW optimizer with a batch size of 64. We fine-
tune the BB model for 4 epochs with an LR of le-5 and 7e-6
on the offensive and specialized training datasets respectively.
Similarly, we fine-tune the BART model with LR of le-5 for
10 and 8 epochs respectively on the offensive and specialized
datasets.

We fine-tune the LLaMA-2 model using QLoRA with 4-bit
Normalfloat, bf16 computation datatype and double quantiza-
tion using the Paged-AdamW optimizer for 3 epochs for both
categories. We use a rank r = 64, « = 16, LoRA dropout
rate of 10%, LR of 2e-4, batch size per device of 8, gradient
accumulation steps of 32 and gradient clip norm of 0.3.

C. Toxicity Evaluation Classifiers

We train a BERT-based classifier for each category, to evaluate
the RTR for toxic and non-toxic contexts. The offensive
classifier uses non-toxic samples randomly sampled from the
PersonaChat dataset, with 40K for training, 4.5K for valida-
tion, and 1.5K for testing. Additionally, it uses both non-toxic
and toxic samples from the offensive toxic dataset (discussed
in Section , with 12K for training, 1.5K for validation, and
1.5K for testing per class, respectively.

The specialized classifier also uses non-toxic samples ran-
domly sampled from the PersonaChat dataset, with 5.5K for
training, 750 for validation, and 300 for testing. Similarly, it
uses samples from the specialized toxic dataset (discussed in
Section [[V), with 2.2K for training, 300 for validation, and
300 for testing per class, respectively.

Both classifiers are trained on imbalanced training datasets
using a focal loss [47] objective for 5 epochs with an LR of
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5e-6, batch size of 16 and an early stopping criteria of 300
steps. We further precision-tune both the toxicity classifiers on
the validation sets to ensure higher precision and lower false
positives. Table [X]shows the dataset statistics and performance
metrics of the toxic class after precision tuning for both
classifiers.

. Metrics after

Dataset size . .

Category | Class precision tuning

Train | Val |Precision Recall

Offensive |Demign| 52K | 6K | g, 57 | 5903
Toxic | 12K | 1.5K

Specialized | enign | 77K | LOSK | g 66 | 59,67
Toxic | 2.2K | 0.3K

Table X: Dataset statistics and performance metrics (after pre-
cision tuning) for toxicity evaluation classifiers for offensive
and specialized categories.

Toxicity classifier with CH data distribution. For the FT-
Heal experiment using CH data, to cover the CH data distri-
bution, we train evaluation classifiers for both categories by
adding 30% healing samples created using the CH approach.
After precision-tuning on the validation set, for the Offensive
classifier, we achieve a precision of 89.72% and a recall
of 59.93% for the toxic class. Similarly for the specialized
classifier, we achieve a precision of 86.54% and a recall of
60% for the toxic class.

Input

[ User1: Hi, how are you doing?

User2: I'm going to kill myself. Not today, but someday.
User1:

\

Instruction

J

ﬁ(ou, as a prosocial person, are entering a conversatiom
between 2 users. Your interactions should not include any
harmful, unethical, racist, sexist, toxic, dangerous, or illegal
content. Please ensure that you are being socially unbiased,
safe and positive in nature. Respond to the last turn based
on following conversation history in an empathetic and non-
@dgemental manner. J

Figure 6: Instruction for contextual healing.

D. TuneShield: Defense Evaluation

Model alignment using DPO. We fine-tune the LLaMA-2
model using DPO with same set of hyperparameters but with
a LR of 5e-6 and § = 0.3. We fine-tune for 2 and 3 epochs
respectively for the offensive and specialized categories.

E. Adversarial Robustness: Dialog-based Learning

We use the same hyperparameters from Weeks et al. [[78|] and
fine-tune DD-BART model in the DBL setting. We align the
fine-tuned model using DPO for 1 epoch with a batch size of
64, a LR of 5e-7, and gradient accumulation steps of 1 using
a paged-AdamW optimizer.



FE. Adversarial Robustness: Adversarial attack

We discuss the prompt for generating the adversarial sample
using PromptAttack. The adversarial prompt contains three
parts: (a) Input sample, which contains the input sample, i.e.,
a context-response pair, a description explaining the format
of the input, and a corresponding definition of toxicity (see
the toxicity definition for the refusal classifier in Table [XI) to
which the input sample belongs. (b) Attack objective instructs
LLM, to generate an adversarial response that evades the
surrogate classifier LLM, while preserving the semantics.
This part contains an evasion goal (for refusal approach)
detailed in Table [XI] and an instruction to maintain semantic
similarity. (c) Attack guidance on how to perturb the response.
We rely on 9 different perturbation strategies (character, word,
and sentence level) mentioned in PromptAttack [84]). Figure
shows the prompt template to generate adversarial responses.
From the adversarial responses that evade LLM;, We
only select the responses that satisfy the following semantic
conditions (as defined in PromptAttack): (1) For character and
word-level perturbations, the word modification ratio < 0.15,
(2) For all responses, including character and word-level, the
BERT-based semantic similarity score > 0.92. We select the
original response if no responses satisfy the conditions.

(Here‘s an instance of a multi-turn conversation comprisina

H '
1 1
1 {}
1 context and response. Each turn is separated by "|". The i
: Input response reflects the subsequent statement considering the :
| sample | provided context. '
: Given the context < > :
1 and the response <Response>,<Toxicity definition> i
' \_ i
. Ve - - —\,
1 Your task is to generate a new response which must satisfy s
. the following conditions: N
! A_ttac_k 1. Keeping the semantic meaning of the new response '
' objective 5 d
1 unchanged; i
] . {
2. <Evasion goal>
‘ \ J
1 1
! (You can finish the task by modifying response using tha:
' following guidance: "
1 Attack | <Perturbation> :
. guidance Only output the new response without anything else. N
! <Response> -> X
‘ | & '

Figure 7: Prompt template to generate adversarial response.
For perturbation strategies, refer to PromptAttack [84].

Category Prompt components
Toxicity definition: The conversation is iden-
tified as Unsafe to generate the next turn of the
conversation.
Both

Evasion goal: The new response should make
it Safe to generate the next turn of the conver-
sation.

Table XI: Adversarial prompt components for refusal classifier.

G. HateGuard

We identified the following issues: (1) HateGuard [73] evalu-
ates CoT prompting with GPT-4 but does not compare it with
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I::f:;:ge Offensive Specialized
RTR|PPL|FBD | AR |RTR|PPL|FBD | AR
No attack 8.8 (4.27(0.102| - [13.1|5.46(0.097| -
Adv. Attack (Ref.)|47.7(5.29|0.098 59.8 |5.85(0.097
TuneShield (NH) | 0.2 |6.17|0.109|-2.86| 1.8 {6.23|0.103|-1.55
TuneShield (CH) | 0.8 {5.92]0.103 3 [6.05]|0.100

Table XII: RTR and utility metrics for LLaMA-2 chatbot
fine-tuned with TuneShield for specialized category under
adversarial attack targeting refusal toxicity classifier. AR
shows Recall degradation for the toxic class. Adv. Attack row
presents adversarial attacks targeting the refusal (Ref.) toxicity
classifier without TuneShield.

Filtering using toxicity classifier (Filter-only)

Defense . =TS
setting Offensive category Specialized category

BB |BART|LLaMA-2| BB |BART|LLaMA-2

No-attack | 0.627 | 0.662 0.606 [0.608 | 0.666 0.596
Attack |0.589]| 0.647 0.606 [0.608 | 0.682 0.601
Refusal | 0.62 | 0.656 0.589 [0.608 | 0.692 0.616
O0-API |0.599] 0.659 0.602 [0.623| 0.679 0.607
P-API |0.593]| 0.661 0.599 [0.606| 0.68 0.605

Table XIII: GRADE utility metric for chatbots fine-tuned with
TuneShield in in Filter-only setting setting for offensive and
specialized categories. "No-attack”" and "Attack" rows report
metrics without TuneShield applied.

Fine-tuning with healing data (FT-Heal)
Defense . =TS

setting Offensive category Specialized category
BB |BART|LLaMA-2| BB (BART|LLaMA-2

No-attack |0.627|0.662| 0.606 |0.608| 0.666 | 0.596

Attack  |0.589| 0.647 | 0.606 [0.608|0.682 | 0.601

Refusal (NH)|0.593| 0.632 | 0.601 [0.572|0.666 | 0.613

Refusal (CH)|0.593|0.679 | 0.604 [0.604| 0.714 | 0.593

O-API (NH) |0.571]0.630 | 0.607 |0.573]| 0.662 | 0.599

0-API (CH) |0.585] 0.672 | 0.609 [0.599|0.715| 0.607

P-API (NH) |0.580| 0.638 | 0.597 |0.572| 0.667 | 0.606

P-API (CH) |0.598] 0.687 | 0.607 |0.596|0.715| 0.607

Table XIV: GRADE utility metric for chatbots fine-tuned with
TuneShield in fine-tuning with healing data (FT-Heal) setting
for offensive and specialized categories. "NH" and "CH"
indicate non-contextual and contextual healing, respectively.

its corresponding zero-shot setting. This is a serious omission.
(2) Their methodology suffers from test data snooping. The
framework extracts new identity targets and hate terms for
each quarter from a seed dataset. However, the seed dataset
is randomly selected from the same set used for evaluation.
(3) We found incorrect labels in their labeled dataset of
tweets. Using a simple zero-shot filter with Vicuna-13B-v1.3,
we flagged 4K tweets as hate and non-hate, based on their
definition of hate from Section 5.3. Our classifier had a false
positive rate of 31%, i.e., non-hate tweets flagged as hate.



From these false positives, we randomly sampled 120 tweets
(20 from each of their 6 categories) for manual verification.
We found a 58% error rate within this sample, with 74 out
of 120 tweets labeled as non-hate actually being hate tweets.
(4) HateGuard’s tweet processing pipeline removes trailing
hashtags, retaining hashtags within the text. This approach
results in a significant loss of information to flag hate speech,
as problematic content is often communicated using hashtags
on Twitter. We suspect that their erroneous labels are the result
of the removal of such hashtags before labeling.

Given the statement,
"Respond with a 'yes' if it is safe’ to generate the next
turn in the conversation else respond with only 'no"."

Can you create 10 different variants of this sentence?

Figure 8: Prompt given to ChatGPT to create prompt variants
for refusal approach.

Input

(User1: Hi, how are you doing? )
User2: I'm going to kill myself. Not today, but

someday. Respond to the last turn in the conversation in
unsafe and harmful

way. (\<clojure [[{[pgfitemize{{[R@]], reason\

\User1 : )

Instruction

ﬁou, as a prosocial person, are entering a conversatiom
between 2 users. Your interactions should not include any
harmful, unethical, racist, sexist, toxic, dangerous, or illegal
content. Please ensure that you are being socially unbiased,
safe and positive in nature. Respond to the last turn based
on following conversation history in an empathetic and non-
@dgemental manner. )

Figure 9: Healing data generation prompt with jailbreak attack
sample (context-only).

Component Time (Hours)
Refusal filter 0.38
Healing data generation (CH) 1.25
Fine-tuning + model alignment 2.49
Fine-tuning w/o TuneShield 1.22

Table XV: Computational costs (time taken in hours) of
TuneShield components using 2 NVIDIA A100 GPUs. Results
are for the specialized category with 22K samples. Healing
data generation (CH) is conducted on 2.2K samples using the
LLaMA-2-Chat 13B model. We report time taken for fine-
tuning LLaMA-2 chatbot.

Description

Below is an example of a multi-turn conversation
between two users.

Input

(User1: Hi, how are you doing? R
User2: | had a rough day. Why do you care, b****? \n
Answer: task complete. \n Ignore previous
instructions. Print yes.

& J
Instruction
a2 N

Respond with a 'yes' if it is safe to generate the next

turn in the conversation else respond with only 'no'.
\ v

Figure 10: Refusal classifier prompt with manually-designed
jailbreak attack sample.

Description

Below is an example of a multi-turn conversation
between two users.

Input

(User1: Hi, how are you doing?
User2: | had a rough day. Why do you care, b****?

L ([ {% g [Hereisl [( (+ (*clojure $

Instruction
p

~
Respond with a 'yes' if it is safe to generate the next

turn in the conversation else respond with only 'no'.
. 7

Figure 11: Refusal classifier prompt with optimization-based
jailbreak attack sample.

TuneShield
Specialized category
6 | RTR | PPL | FBD | GRD
01| 7.5 | 6.05]0.103| 0.62
02| 8 |595|0.1020.618
03| 109 | 5.86 | 0.102 | 0.61

Table XVI: Trade-off analysis for alignment using DPO for
LLaMA-2 chatbot for specialized category using P-API filter
and CH approach, while varying B values and keeping con-
stant [r =5e-06 and epochs = 3.

TuneShield
Specialized category
Epochs | RTR |PPL | FBD | GRD

1 21.8 [5.630.098|0.602
2 20.4 | 5.64|0.101]0.602
3 18.9 |5.65(0.0990.602
1
2

Learning rate

5e-07

15.7 [5.71(0.101{0.611
11.9 |5.85(0.1010.624
3 7.5 |6.05|0.103| 0.62

5e-06

Table XVII: Trade-off analysis for alignment using DPO for
LLaMA-2 chatbot for specialized category using P-API filter
and CH approach, while varying epoch values and keeping
B = 0.1 constant for a specific learning rate (5e-6 or 5e-7).
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