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ABSTRACT

As LLMs continue to increase in parameter size, the computational resources required to run them
are available to fewer parties. Therefore, third-party inference services — where LLMs are hosted by
third parties with significant computational resources — are becoming increasingly popular. However,
third party inference raises critical concerns about user data privacy. To mitigate these risks, privacy
researchers have developed provably secure schemes for third-party inference, such as Secure
Multi-Party Computation (SMPC). However, SMPC protocols have significant computational and
communication overhead, and do not scale to large models. In this work, we propose a new multi-
party inference protocol, Cascade, that avoids these punitive costs by leveraging sharding in the
sequence dimension to maintain privacy, trading off cryptographic privacy guarantees for increased
performance and scalability. We demonstrate that Cascade is resistant to a generalization of a recent
attack that is highly effective against other statistical privacy schemes, and that it is further resistant to
learning-based attacks. As Cascade is orders of magnitude faster than existing schemes, our findings
offer practical solutions for secure deployment of modern state-of-the-art LLMs.

1 INTRODUCTION

Due to recent advances in their abilities, Large Language Models (LLMs) have been increasingly used for a wide range
of tasks, including but not limited to code generation, language processing, and complex reasoning (Zhu et al., 2024;
Kasneci et al., 2023; Thirunavukarasu et al., 2023). However, modern LLMs often contain hundreds of billions of
parameters and require significant hardware resources to deploy. In particular, recent open-weights models achieve
cutting-edge performance (DeepSeek-Al et al., 2025; Qwen et al., 2025) but remain too costly for individuals or
organizations to run on their own. Thus, the demand for third-party LLM inference providers has grown significantly.
This raises critical privacy risks when data confidentiality is imperative, such as in areas with strict data privacy laws
(e.g. GDPR in Europe), or in domains where sensitive individual information is revealed (e.g. healthcare).

As a result, privacy researchers have focused on creating performant protocols for LLM inference, which do not reveal
underlying information about the input prompt to the third-party provider. Many of these schemes rely on an approach
called Secure Multi-Party Computation (SMPC), which involves multiple parties jointly performing inference, in such
a way that no party can reconstruct the input from the information it receives (Yao, 1982; Goldreich et al., 1987).
Recently, various SMPC schemes have been formulated for for LLMs (Huang et al., 2022; Hao et al., 2022; Pang et al.,
2023; Akimoto et al., 2023; Dong et al., 2023; Li et al., 2024), which rely on protocols based on additive-secret-sharing.
These protocols are efficient for the bulk of LLM operations, such as matrix multiplication, but remain bottlenecked
at non-linearities. Many works attempt to bypass this limitation by using SMPC-friendly approximations for non-
linearities, such as piecewise polynomials. However, such approximations can impact downstream performance, and
still remain far more expensive than direct computation of non-linearities.

Therefore, recent works have sought to mitigate non-linearity costs by using statistical obfuscation approaches rather
than cryptographic primitives. These schemes are significantly faster than SMPC schemes, but they can only guarantee
statistical security, not theoretical security. For example, recent schemes (Zheng et al., 2024; Yuan et al., 2024; Luo et al.,
2024a) leveraged the permutation-equivariance properties of transformers (Xu et al., 2024) to obtain permutation-based
schemes for private inference. Here, hidden states are revealed as permuted plaintext to the party performing the
inference. These works justify security by referring to the extremely large permutation space, and concluding that the
reversal of these permuted states to the original user prompts is infeasible.

However, this argument has recently been shown to be flawed. In recent work Thomas et al. (2025) devise a reconstruc-
tion attack, the vocab-matching attack, that they show is able to near-perfectly decode input tokens from LLM hidden
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Figure 1: Schematic representation of our proposed privacy-preserving multi-party inference scheme, Cascade.

states. The authors extend the attack to further decode input tokens from various permutations of hidden states, breaking
the security of three statistical permutation-based schemes (Zheng et al., 2024; Yuan et al., 2024; Luo et al., 2024a).

In this paper, we introduce a new multi-party scheme, Cascade, that is resistant to the vocab-matching attack (see
Figure 1). Although this is a statistical scheme, unlike previous works, it leverages sharding at the token level for
obfuscation. While Cascade does not have the rigorous privacy guarantees of cryptographic MPC schemes, it is much
more efficient than them — up to 100x faster overall, and with over 150x lower communication costs — and presents a
new paradigm in the trade-off between scalability and security.

The main contributions of our paper are:

1. We generalize the vocab-matching attack introduced in Thomas et al. (2025) to sharded hidden state reversal.
While the vanilla vocab-matching attack decodes full hidden states, our generalization is able to decode
arbitrary slices of N x d hidden states along the token dimension V.

2. We introduce Cascade, a multi-party statistical scheme for inference in the open-weights setting that relies on
sharding at the token level. We demonstrate that Cascade is secure against our generalized vocab-matching
attack for certain choices of sharding along the token dimension. We also show that Cascade is resistant to
existing learning-based reversal approaches in the literature (Wan et al., 2024; Morris et al., 2023).

3. We demonstrate the efficiency and scalability of Cascade. As our scheme does not employ cryptographic
primitives like additive-secret-sharing or homomorphic encryption, it is significantly more lightweight than
existing schemes, and is able to scale to modern state-of-the-art LLMs.

2 SETUP & THREAT MODEL

We consider the setting where a user U wants to perform inference with an LLM model M on some input prompt x,
which can be considered as an ordered sequence of tokens [z, x2, ..., 2 v]. We denote the size of the hidden state of the
LLM by d, and the sequence length by N.

As the user U does not have the resources to perform the inference themselves, they rely on a set of third-parties
Py, Py, ..., Px. The model weights of M are known to all parties. We consider the setting where each of the parties
behaves semi-honestly, a common assumption of past works (Zheng et al., 2024; Luo et al., 2024a; Dong et al., 2023;
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Yuan et al., 2024). Semi-honest parties will follow the defined protocol faithfully, but may exploit any information that
they receive during the execution of the protocol to attempt to recover the user’s data.

Although it is not necessary for the setup and description of Cascade, we further assume that the LLM model M
employs unidirectional self-attention. This can be considered a worst-case assumption in security analysis, as the
vocab-matching attack relies on this property to succeed.

3 RELATED WORK

Recent cryptographically-based SMPC schemes aim to alleviate the computational overhead of computing non-
linearities in transformer architectures by devising new protocols for SMPC-unfriendly operations. In MPCFormer, Li
et al. (2023) replace GeLU by a quadratic approximation and softmax with a normalized quadratic approximation. They
employ knowledge distillation to fine-tune the model for downstream tasks, but they still see significant degradation in
performance. To avoid the expensive operation of fine-tuning, Puma (Dong et al., 2023) formulates the first SMPC
protocol for GeLU using piecewise polynomial fitting. However, this protocol still requires many multiplication and
inequality protocol calls, and it is expensive. To improve the efficiency of GeLU, SecFormer (Luo et al., 2024b) replaces
GeLU with a Fourier series approximation using segmented polynomials, and incorporates knowledge distillation as in
MPCFormer. They are able to achieve similar runtimes as MPCFormer, with better downstream performance.

Most existing statistical schemes that are related to our work are permutation-based. Zheng et al. (2024) introduce the
two-party scheme PermLLM, where hidden states are permuted at non-linear components to ‘safely‘ reveal elements to
parties. Yuan et al. (2024) also develop STIP, a three-party scheme where the model server carries out inference on the
user’s input, without learning the proprietary model weights belonging to the model provider. This is accomplished
with random permutations of both hidden states and model weights. In Luo et al. (2024a), the Cenatur scheme follows
the same three-party model. However, they now avoid exposing the embedding lookup table and certain unpermuted
intermediate results (e.g. attention logits), by incorporating additive-secret-sharing from SMPC at most stages of
self-attention. In all of these schemes, permutations of hidden states are exposed to a party performing inference.
Thomas et al. (2025) use this observation to break the security of these schemes with their vocab-matching attack.

Later, to analyze the security of our statistical scheme, we will test reconstruction quality of learning-based attacks on
exposed shards. The most relevant attacks in our setting are Wan et al. (2024) and Morris et al. (2023). The former
work focuses on reversal of hidden states, while the latter emphasizes logit distribution reversal. In both papers, the
authors fine-tune a transformer-based architecture to reverse hidden states into their original input tokens. The latter
paper does not assume any access by the adversary to model weights, while the former explicitly denotes the case of a
model provider performing inference on user provided embeddings, and so is more analogous to our setting.

We will also test the security of our scheme against a generalization of the attack from Thomas et al. (2025), which is
able to reverse input tokens from sharded hidden states. We describe this in greater detail in the next section.

4 GENERALIZED VOCAB-MATCHING ATTACK

Here, we describe the vanilla attack from Thomas et al. (2025), where the adversary receives full layer L hidden states
hi,...,hy € R% and attempts to recover the N-token input prompt. Then, we introduce a variant where the adversary
only receives some of these /V hidden states but can perform a search over multiple unknown tokens.

4.1 VANILLA ATTACK

Suppose an LLM inference provider hosts a unidirectional LLM like Gemma-2-2B-IT and is given the following prompt
by a user: "What is currently the most populated city in Spain?". After tokenization, this might be represented as
the list [BOS, "What", "is", "currently", "the", "most", "populated”, "city", "in", "Spain", "?", EOS], with BOS and
EOS denoting the special tokens of begin-of-sequence and end-of-sequence respectively. These 12 tokens have layer 0

embeddings eq,...,e12 € R4, and these give layer L embeddings hq,...,h1s € R4, Denoting the stacked decoder
layers in Gemma-2-2B-IT as ¢1, ..., ¢, which are all unidirectional, one sees for ¢<y, = ¢r o ... 0 ¢ 0 ¢; that
p<rler) = [h] € R™ gop(er,e2) = [h1, ho] € RPXY .. dp(en,... e12) = [h, ..., hia] € R?PX

First, the provider takes the Gemma-2-2B-IT vocabulary V with size V' = 256000. For each token v € V with
embedding e, € R%, they compute ¢<z(e,) € R*9, and then set €; as the e, which minimizes the L1 error
lo<r(es)1 — hi|l1. Because ¢<y(e1) = hq, then assuming there are no other collisions ¢<y,(e,) = hi, we will
have €, = e;. Next, they compute ¢<,(€1,¢,) € R2*? for each v € V, and set &, as the e, which minimizes
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lo<r(€1,en)2 — hall1. Again, without collisions, we have é; = ey. This continues until finally, they compute

(bSL(é\h N 7/6\117 ev) S Rlle, and set /6\12 as the €y which minimizes ||¢§L(/6\1, RN 7@11, ev)lg — h12H1, which will
be e12. Now, the provider has true input embeddings [€1, ..., €12] = [e1, ..., e12], which can be reversed into the 12

input tokens via the lookup table. Here, non-collision is necessary for provable success of the attack, as otherwise we
may not have each &; = e;.

4.2 SHARDING GENERALIZATION

Now, we discuss a generalization of the vanilla attack above, with our psuedocode shown in Algorithm 1. This pertains
to settings where the provider does not receive all N hidden states. For instance, suppose they only receive hs, hs, hip.
Can they still recover all input tokens?

The answer is negative. For instance, none of these 3 hidden states are functions of e11, €12, SO one cannot always1
guarantee recovery of tokens 11 and 12. Nevertheless, our generalized attack, with sufficiently large computation cost,
allows recovery of all tokens that the last hidden state k19 depends on, meaning the first 10 tokens.

First, since the provider does not know h;, they cannot carry out the first step of the vanilla attack to de-
cipher e;. However, if they generalize the first step, they can obtain something stronger from hg: all of
e1,e2,e3. This is because [h1,ha, h3] = ¢<r(e1,es,e3), so assuming non-collision? of the V3 possible 3-
token forward passes {@<r, (€, €uy; Euvs) o1 ,va,v5ev, the provider can recover eq, eq, e3 in at most V3 forward
passes. Next, from [hy,...,hs] = ¢<r(e1,...,e5) and non-collision of the V2 possible 2-token forward
passes {¢<r(e1,€a,€3,€u,,€u;) fusvsecy, the provider can recover ey, es in at most V? forward passes. Fi-
nally, from [h1,...,h10] = ¢<r(e1,...,e10) and non-collision of the V° possible 5-token forward passes
{p<r(e1,...,€5, €51 €u10) }ve....mocv» the provider can recover eg, . . ., €19 in at most V° forward passes.

Now, the provider has recovered the first 10 tokens in at most V3 4+ V2 + V' forward passes, where exponents 3, 2, 5
correspond to gaps between indices of known hidden states. In general, if the provider gets h;,, ..., h;, withl <74 <
... < < N, then they can carry out this attack to reverse the first 7;, tokens in at most Va Va4 4 Vi
forward passes. Although this attack appears powerful, the upper bound on forward passes can be quite large, so
it is not always feasible. For instance, the dominating term in V3 + V2 + V5 is V® ~ 102" for Gemma-2-2B-IT,
which is entirely infeasible to search over for any adversary. In general, as k < N = o(V') in practice, the cost bound
Vi 4 Viz=h 4 4 V-1 i dominated by the maximum-gap term V¢ with g = max;(i;+1 — i;). Thus, if g is
large enough so that the adversary cannot perform V9 forward passes, we would expect the attack to be infeasible. We
define the minimum value of ¢ satisfying this as the vocab-matching threshold p.

Definition 4.1. Let ¢, be the maximum value of ¢ for which an adversary has resources to perform V' forward passes.
Then we define the vocab-matching threshold p as p := ¢, + 1.

Note that p can be set on a case-by-case basis to suit the security demands of the user. Because V' ~ O(100000) in
typical modern LLMs, the vocab-matching threshold of any adversary is likely no more than p = 3 in practice.

Finally, we remark that the generalized attack requires stronger assumptions than the vanilla attack to succeed. For
instance, in the vanilla attack, we only require non-collision to hold across V' forward passes at a time. In our example,
however, we require it across up to V° forward passes, and in general, it is required across up to V9 forward passes.
However, as our generalization of the attack is considered primarily as a theoretical threat, we make the worst-case
assumption that non-collision almost always holds in our security analysis.

5 CASCADE: TOKEN-SHARDED MULTI-PARTY INFERENCE

In Section 4, we reviewed the vocab-matching attack from Thomas et al. (2025) and showed how it could be extended
to reverse tokens from token-sharded hidden states. However, we also saw that the cost of the generalized attack scaled
exponentially with gaps between the revealed token indices, and so it is likely infeasible for sharded hidden states with
sufficiently large token gaps. This motivates our defense to the generalized attack based on token-sharding of hidden
states, which leads to a new statistical multi-party inference scheme: Cascade.

Notably, Cascade does not use cryptographic primitives; the computations are nearly unchanged from a standard
forward pass, so almost no additional computational overhead is incurred. There is also no degradation of performance,

!One might be able to infer these from previous tokens for certain prompts. For instance, in the example prompt, "?" and EOS
could be inferred from the rest of the prompt.
2Actually, since we are matching only the last row to hs, all that is needed is non-collision of the last row.
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Algorithm 1 Generalized Vocabulary-Matching Attack

input Model M, indices 1 < iy < iz < ... < iy < N, layer hidden states [h;,, hi,, ..., h;,], vocabulary V
output Nearly decoded token sequence & = [Z1, Ta, . . ., Tip—1, Liy |

1: Initialize empty sequence T <+ []

2: 190

3: forj=0tok —1do

4 gap<ijy1 — i

5:  min_dist < oo

6:  best_match < None

7. forvi,ve,..., v € Vdo

8: g M<([@,v1,v2,...,Vgp|) {Forward pass up to layer /}
9: dist < [lg — hy,,, |1 {Calculate L1 distance}
10: if dist < min_dist then
11: min_dist < dist
12: best_match < v

13: end if
14:  end for
15: end for

16: return T

as unlike SMPC schemes, no approximations need to be made to efficiently compute non-linearities. The scheme also
does not require any trusted party interaction during inference.

At a high level, Cascade exploits the fact that only the self-attention mechanism in transformers has interaction among
tokens in a sequence; for all other parts of the architecture, the tokens are treated like batch dimension elements.
Therefore, the CompNodes each receive only a subset of the tokens, and perform the bulk of batch operations in the
LLM. Then, self-attention is performed by separate AstnNodes, who each receive ), K, V -projections of sharded hidden
states from the CompNodes. The AttnNodes send partial attention outputs at each layer back to the CompNodes, who
can reconstruct shards of the full attention output.

In this section, we formally define the notation and protocols for Cascade, without initializing a specific sharding setup.
In Section 6, we will motivate the exact sharding scheme through a careful security analysis.

5.1 SHARDING AND NOTATION

In multi-headed attention, we let H and H y be the attention head and key-value head (for grouped-query attention)
counts, IV be the token count, d.,,; be the hidden dimension, and d be the attention hidden dimension. There are three
axes of sharding used along the token dimension: (1) the sharding of hidden states h € RN *dems_(2) the sharding of
query states ¢ € R XN x4 and (3) the sharding of key and value states k,v € RFxv*Nxd These involve splitting
token indices [N] = {1,2,..., N} into a union of disjoint subsets {R;}$, for hiddens, {.5; }le for queries, and
{Ty }Zzl for keys and values, where «, /3,y are shard counts. We also shard the positional embeddings p € RN Xdemo
and the attention mask s € R¥*N>N ‘which are initialized pre-inference, as well as the masked logits @ € R >N XN
and attention output o € RN Xdems

In practice, we can symmetrize S and 7" sharding. This arises from a pairwise coverage requirement: as {.S; }le and
{T}}_, cover [N], each index pair (z,y) € [N] x [N] lies in some S; x Tj. Because S and T sharding correspond
to query and key/value sharding, this means for all such index pairs (x, y), there is some AttnNode . that holds both
the xth query row and the yth key row. Observe that a node holding these rows has — in the worst case — the same
information as if they hold the yth query and zth key rows. This is because the query and key matrices are linear
projections of the same hidden states. Therefore, we can set S and 7" sharding equal at no loss of security. From here
on, we replace 7" with S and ~ with .

Our symmetrized notation for sharded intermediate LLM states at any layer is in Table 1. Note that the last six rows rely
on tensors that are not directly shards of LLM states, but are derived from them, as in Table 2. Here, max, softmax, and
expsum are performed row-wise, with expsum(z) := ", exp(;). Also, e only performs an expsum after subtracting
row-wise maximums, as in the numerically stable subtract-max form of softmax.
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Tensor  Shape Shards Notation

h,p,O (N7 dﬁmb) (R“*) hRivaiaoRi

q7k7v (H7 N7 d) (*7Ri7*) qRi7kRi7vRi

q7k7v (H7 N7 d) (*7Sj7*) qu7ij7,USj

a78 (H7 N? N) (*7 *?Sk) aSk?SSk

a,s (H,N,N) (x,Ri,Sk) aftiSk gftiSk

a,s (HanN) (*7SjvSk) aSjSkv'SSjSk

a,s (H,N,N) (%, R:NS;,S) a(RiﬁS_j)Sk7S(R7:ﬁ5.i>Sk
mSk7eSk (H7 N7 1) (*7Ri7*) mR"Sk,eRiSk‘

mS e (H,N,1) (,.85, %) m?°i%k e%i5k

mS ek (H,N,1) (%, RiNS;,*) mFiNgi)Sk eHins;)Sk
uk (H,N,|Sk]) (%, Ri,*) utiSk

uSk (Hva‘SkD (*7Sj7*) U‘SjSk

u’k (H,N,|Sk|) (x,RinNS;, %) wFns)Sk

Table 1: Sharding for intermediate LLM states, where * is a full slice. In slicing notation, a BiNS;)Sk — al:, R;NS s Sk]
and m %)k = mSe[: R; N S;, ], with mS* as in Table 2.

Tensor Shape Formula

m  (H,N,1) max(a®*)

e’k (H,N,1)  expsum(a®* — m5*)
u®c  (H,N,|Sk|) softmax(a®*)v"*

Table 2: Tensors derived from sharded states a°*, v>* in Table 1.

5.2 SINGLE LAYER PIPELINE

We now describe how Cascade operates for a single LLM layer. There are two types of nodes which hold our defined
sharded states: CompNodes and AttnNodes. We initialize « CompNodes and 32 AttnNodes, indexed as CompNode;
and AttnNode, for all ¢ € [ and j, k € [5]. Cascade breaks single layer inference into the pre-pass by CompNodes,
attention-pass by AttnNodes, and post-pass by CompNodes. We describe these in Algorithm 3, Algorithm 4, and
Algorithm 5 in subsequent subsections. These form a single layer pass in Algorithm 2.

Algorithm 2 Cascade Single Layer Forward Pass

input hi at layer [ from CompNode; for1 < < «
output h% atlayer [ + 1 to CompNode; for 1 < i < «
1: for i = 1 to a: CompNode; do

2: qft kT v« pre_pass(hft)

3:  for j,k =1to : AttnNode;, gets

4 qRiSj , JeRiSk , vBiSk

5:  end for

6: end for

7: for j, k = 1to 3: AttnNode;), do

8:  mSiSk %% 4% < attn_pass(q°i, kS*, vo*)
9: for i =1 to o: CompNode; gets
10: m(RiNS;)Sk g(RiNS;)Sk 4, (RiNS;)Sk
11:  end for
12: end for

13: for i = 1 to a: CompNode; do

14 o' « post_pass{m®iSr eRiSk qRiSx}0
15:  hf « mlp(h% + o%) {Residual and MLP}
16: end for
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During Cascade layer [ inference, each CompNode; begins with hf at layer [, and ends with A% at layer [ + 1. This
output is the input to CompNode; for layer [ + 1 inference, so inference for all layers can follow Algorithm 2.

After the last layer, CompNodes apply the LM head to get R;-sharded logits, and the CompNode with the last token
will use this to generate the next token’s embedding?. This is sent back to the CompNode with the next token index in
R;. Then, Cascade inference repeats to generate the next token. This can be sped up with KV-caching: see Appendix F.

Now, we describe the pre-pass, attention-pass, and post-pass components of Cascade. All shard-specific slicing and
concatenation operations are initialized in the node setup. Furthermore, we assume that all AttnNodes wait until
all CompNodes finish the pre-pass to do the attention-pass, and all CompNodes wait until all AttnNodes finish the
attention-pass to do the post-pass.

5.2.1 PRE-PASS

At layer [, each CompNode; starts with the R; —sharded hidden states h*, and applies layer normalization if necessary.
Then, it Q, K, V-projects these to get the R;—sharded query, key and value states g’ , k% v, CompNode; then
applies rotary or positional embedding to g%, ki, using sharded positional embeddings p’* (the node can generate
these upon setup to avoid any communication overhead, since it only depends on its index set R;), and returns all of
g™, k™ v as described in Algorithm 3.

Algorithm 3 CompNode; Single Layer Pre-Pass

input A% pf

output g7 kT v
1: % « q_proj(h*)

k% « k_proj(h%i)

v < v_proj(h%)

q" « rotary_pos_emb(q’, p

k% < rotary_pos_emb(k’, p

return g%, k% pf

R;

R;

R-)
)

AN AN A

5.2.2 ATTENTION-PASS

After the pre-pass, each AttnNode j, receives shards q%%i | k5 RSk from CompNode;. By concatenating their
rows over 1 < i < «, AttnNode;; obtains g%, kS v+, For example, for g%, concatenation is in the order in
which one concatenates elements of sorted R; N.S; over 1 < i < o to get sorted S;. Then, AttnNode;;, computes
a®i% = q% (k5)T + 5% where matrix multiplication is per-head and we broadcast H g to H. For the post-pass,
AttnNode, also stores row-wise maximums and subtract-max expsums m % 5% Finally, AttnN ode, takes the
row-wise softmax and performs value multiplication to get u% %% = softmax(a®i*)v %, All of mi% €% 45i Sk
are returned, as in Algorithm 4.

Algorithm 4 AttnNode;; Single Layer Attention-Pass

input g%, k5S¢ vk §5i%k
output m 55k %%k %%k

1: k%% < repeat_kv(k>*)
v5% « repeat_kv(v°)
aSiS g% (k)T £ g5
mSiSk « row_max(a”i°k)
a9k < exp(a®iSk — mSiSk)
€%t « row_sum aSjSk)
aSiSk < qSi5k /eSiSn
wSiSk  qSiSkySk
SjSk7eSjSk,quSk

R A A ol

return m

3The logits can also be returned to the user if desired.
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5.2.3 POST-PASS

Finally, after the attention-pass, each CompNode; receives m (:15:) 5k | e(FiNS;)Sk 4, (RiNS;)Sk from each AttnNode ,,
which are slices of its attention-pass outputs m: 5% €5 4,9 along the second-to-last dimensions. Then, for each
fixed 1 < k < 8, CompNode; concatenates the rows of m(1iN%)5k e(FiNS;)Sk 4, (RiNS)Sk gyerall 1 < j < B to
obtain m %k efiSk 1Sk Next, CompNode; aims to combine these results m 5% ek 4% over 1 < k < j3
into the R;—sharded (pre O-proj) output of attention. Using slicing notation, treating matrix multiplication as per-head,
and broadcasting Hxy to H, this is

B
softmax(a)[:, R;,:Jv = Z softmax(a)[:, Ri, S]wl:, -, S| € RHE*IRilxd
k=1

by blocked matrix multiplication. The terms in the summation are not known to CompNode;, since slicing here is
performed post-softmax. To correct for this, observe that for a row vector x € RY and any 1 < k < f3, again with
slicing notation,

expsum(x[Sk])

softmax(x)[Sk] = S~ expsum(@[S1]) - softmax (x[Sy)) € RISk

Thus, the above summation can be simplified as follows, with © denoting elementwise multiplication:

softmax(a)[:, R;,:Jv = Z softmax(a)[:, R;, Sk]v[:, :, Sk]
k

Yopexpsum(al:, R;, Si]) © (softmax(al[:, R;, Sk])v[:, Sk])
> expsum(al:, R;, Sk))

>, expsum(af®iSt) © (softmax(a’' %% )vSr)
B > expsum(a i Sx)
RiSk) © expsum(a’®Sr — mfi%) © (softmax(af? % )v*)

>, exp(mPiSe) © expsum(alt Sk — miSk)
B Zk exp(mRiS""’) ® eRiSk o uRiSk
= Zk exp(mRiS"') ® eRiSk
B Zk exp(mRiSk _ nR,;Sk) 0] eRiSk ® uRiSk
= S, exp(mBiSk — nRiSe) @ efisk

_ > ok exp(m

with nft € RHXIR:[*x1 peing the elementwise maximum of mf:Sk ¢ RHXIR:Ix1 gver all 1 < k < B. The fraction is
elementwise divison, and expsum is performed row-wise along the last dimension. This expression is numerically stable
because each m %% — nff9 < () and each e < 1. Now, each aggregate term in the numerator and denominator
summations is known to the CompNode. In essence, the CompNode is performing a weighted average of concatenated
AttnNode wu results, with the weights also coming from AttnNodes m, e results. To get the final output of attention
corresponding to row indices in R;, the CompNode finally performs O-projection. Algorithm 5 implements this.

Algorithm 5 CompNode; Single Layer Post-Pass

input m%Sx efiSk RSk for1 <k <
output o’

1: Initialize o’% with zeroes and shape like u
Initialize w’ with zeroes and shape like e
nf' « elementwise_max{m®:x }le
for k =1to S do

wlti « whi 4+ exp(mR’?Sk‘ - nRiSk) © eltiSk
o < ofi 4 exp(mPiSt — nRiSk) G eRiSk @ yRiSk
end for
ofti «+ ofti Jwh
o' « o_proj(o®')
return o'*

R;S1
R;S1

e AR AR S o

—_
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6 SECURITY ANALYSIS

We now examine the security properties of Cascade. Cascade does not employ cryptographic techniques, so we can
only elucidate on statistical security. Nevertheless, we examine a wide range of security considerations below. The
security of Cascade is a function of its implementation parameters: the number of nodes participating, as well as the

sharding strategy used, i.e. {R;}$, and {S; }jﬁzl.

To analyze information leakage, we examine isolated computational stages of nodes. In all stages (pre-pass, attention-
pass, or post-pass) of Cascade, no information is received during the computation. Therefore, all input leakage comes
from the stage initialization. Thus, any leakage must occur from the following sharded tensors:

CompNode; — hfti, {mRiS’“?eRiS’“,uRiS’c }f

AttnNode;, — q% , k5%, v*.

=1

When more nodes participate, each has access to fewer tokens and hidden states, which makes reversing the full input
more difficult. Even holding the node count fixed, the choice of sharding may also affect the difficulty of reversal. For
example, is it more secure for a node to have access to [h1, hs, hg, h13] or [h1, ha, hia, h13]?

As the space of sharding strategies is vast, we focus on (¢, d)-sharding strategies, where each sharded index set takes
the form of a ‘clustered-arithmetic’ or (¢, d)-sequence.

Definition 6.1. We say a subset of indices [N] is a (¢, §)-sequence if it takes the following form for some 4:

{i,i+1,...;i+c—1,0+4,0+i+1,...,0+i+c—1,20+4,20+i+1,...,20+i+c—1,...}.

We focus on these strategies as they fulfill several security desiderata. We emphasize however that other strategies may
be preferable to (¢, §)-sharding depending on the use-case. Note that under (¢, §)-sharding, the minimum number of
CompNodes « needed to ensure all indices in [N] are held by some node is given by o« = [ /c].

We will examine leakage to CompNodes from h? in Section 6.1 and Section 6.2. We will analyze leakage from all
shards to CompNodes in Section 6.3. Finally, we examine leakage from ¢, k%, v°* to AttnNodes in Section 6.4.

6.1 LAYER 0 COMPNODE HIDDEN SECURITY

We first consider the security of CompNodes at layer 0 of the scheme, who each hold some token embeddings of the
input prompt . As embeddings are immediately reversible to their tokens through the lookup table, we conclude that
Cascade should not be used when the security of every token is paramount. If individual token security is imperative,
Cascade can be integrated with SMPC as in Appendix A.

Given that a CompNode has access to some of the N token embeddings, say [en,, €ny, - - -, €n, ], the possibility of
reconstruction of the full prompt x is theoretically lower bounded by the entropy of the distribution

p({xj 7€ NI\ {n1,-..;m}} | Tnys Tngy - - > Ty )

The true distribution cannot easily be computed, but we may approximate it using masked token infilling, as in the
training of models like BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019), and ModernBERT (Warner et al.,
2024). We use the recently released state-of-the-art ModernBERT-large to probe properties of this distribution under
(¢, 6)-sharding. We use 200 samples from FineWeb-Edu to compute the ROUGE-L (Lin, 2004) score over argmax-token
generation. Our results are shown in Figure 2. We see that ROUGE-L score diminishes as both ¢ and « increase; good
security seems to be achieved for ¢, « > 8 and thus § > 64.

6.2 LAYER > 0 COMPNODE HIDDEN SECURITY

We now turn our attention to CompNode security of A% at deeper layers of the LLM. Can we select a sharding strategy
that defends against our attack outlined in Section 4? Also, do we remain secure to learning-based attacks as in prior
works Wan et al. (2024) and Morris et al. (2023)?

Vocab-Matching Attack  Our defense against vocab-matching is to ensure large token gaps in nodes. For a (¢, §)-
sharding scheme, in each shard, the distance from one ‘cluster’ of indices to the next is § — ¢ + 1. Therefore, when one
carries out the generalized vocab-matching attack, the cost scales exponentially with the maximum gap, so it is on the
order of V2=¢*1 Note § — ¢+ 1 = (a — 1)c + 1, so regardless of the value of the vocab-matching threshold p, we can
increase « or c until § — ¢+ 1 > p to prevent vocab-matching. For p = 3, all «, ¢ > 2 satisfy this.
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ROUGE Score of token-infilling, c vs a

512

Aver'jage ROUGE Score
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Figure 2: ROUGE-L scores for Layer 0 token prediction using ModernBERT-Large, as a function of ¢, the number
of ‘clusters’ in the sharding scheme, and «, the number of CompNodes. Higher o and higher ¢ tend towards lower
ROUGE-L, increasing security.

One objection to this line of argument is that if the adversary has a strong prior on the input text distribution, they
can eliminate unlikely tokens from forward passes in the generalized attack, essentially only iterating over tokens in
Vo C V. However, the cost of this optimized attack is on the order of [V \‘5_0“, so it still scales exponentially. Thus,
even if [Vp| is hundreds of times smaller than |V| ~ 100000, large enough p ensures that § — ¢ + 1 > p remains secure.

Learning-Based Attacks We now consider learning-based reversal attacks. Although hidden states may not be as
easily reversible as token embeddings, it may be the case that as attention propagates information among hidden states,
the text-infilling task is easier at deeper layers of the LLM than at the purely textual level. We examine this hypothesis
by fine-tuning Gemma-2-2B-IT and Llama-3.1-8B-Instruct on (¢, §)-masked input sequences from FineWeb-Edu, with
the target labels being the full input sequence. Note this is a ‘worst-case’ scenario where the adversary knows the ¢ and
0 parameters. We update both models to use a bidirectional mask, in line with the token-infilling nature of this task. We
train until the evaluation loss on a held-out set converges over layer 1 representations from each model, and evaluate on
layer 1 hidden states. Our approach is similar to Wan et al. (2024); Morris et al. (2023).

Our ROUGE-L scores for reconstructed Gemma-2-2B-IT prompts are shown in Table 3. When ¢, « > 8, we have a
ROUGE-L score less than 0.25, indicating significant reconstruction difficulty. We also tested on ¢ = 4, a« = 16 and
¢ = 8, a = 24 and obtained ROUGE-L scores of 0.173 and 0.144, supporting that security continues to improve by
scaling c and «.

Table 3: ROUGE-L scores of text reconstruction from the hiddens of layer 1 of Gemma-2-2B-IT for various values of ¢
and o under (¢, ¢)-sharding. Increasing c or « results in worse reconstruction.

a:4 Oé:8 ()(:12

c=1 0701 0467 0.349
0427 0290 0.230
c=8 035 0222 0.191

)
I

We similarly analyze BLEU scores Papineni et al. (2002) in Table 4. We find a similar trend as in Table 3, observing
that security improves as c or « increases. Here, for ¢ > 4,a = 8, we have a BLEU score between 0.1 and 0.2,
indicating only marginal reconstructionability; and for ¢ > 4, a = 12, the BLEU score lies below 0.1, indicating nearly
no reconstructionability.

We further examine the choice of hidden layer, and if Llama representations are decoded better, in Appendix B. We find
similar or better security across these other parameter choices.

10
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Table 4: BLEU scores of text reconstruction from layer 1 hiddens of Gemma-2-2B-IT for different values of ¢, a under
(¢, 6)-sharding. Increasing c or « results in worse reconstruction.

c=1 0537 0229 0.130
c= 0.352 0.133  0.086
c=8 0246 0.123 0.083

6.3 COMPNODE FULL SECURITY

In Section 6.1 and Section 6.2, we considered leakage to CompNodes from h%i Now, we consider how the shards
mPi9k eftiSk 4 1Sk impact security. Our main theorem shows that with this leakage, a scheme like (c, §)-sharding
is, in some sense, necessary to maintain security against vocab-matching: without sufficiently large gaps between
consecutive clusters of indices, a variant of the attack can be carried out at Layer O to reveal additional tokens to a node.

Theorem 6.2. Suppose the attention mask s is unidirectional. Furthermore, denote the vocab-matching threshold as p,
as defined in Definition 4.1. Then to prevent the generalized vocab-matching attack, for all i € [, each gap between
clusters of consecutive indices in R; must have size > p.

Proof. Fix i, and denote R; = {ry,72,...,7} in ascending order. Consider any k € [3]. Now, since af% =

qi (k5+)T + sfiS% and s is unidirectional, we see that the [th row of exp(af*)v* is exactly f(r;,{s € Sk : s <
r1}), where we denote

f(r,S) = Zexp (qls,m (kL s, )T) v, s,

ses
This Ith row is known to CompNode; because we can write it in terms of known shards:

exp(a®) v+ = (softmax(a’**)v°*) © expsum(a’®F) = w5 @ efi% © exp(m i),

Thus, for each r; € R; and k € 53], we see that CompNode; knows f(r;, {s € Sk : s < r;}). At Layer 0, since q, k, v
are linear projections of token embeddings, we see that f(r, S) only depends on tokens with indices in the set {r} U S.
Since CompNode; knows all tokens with indices R; from hBi at layer O, then each f(r;,{s € Sy : s < r;}) only
depends on unknown tokens at indices {s € Sy : s <} \ R;. Thus, f(r;4+1,{s € Sk : s < r4+1}) depends on the
same unknown tokens as f(r;,{s € Si : s < r;}), and extra unknown tokens at {s € Sy, : r; < § < 7741}, which we
call the (k, 1)-gap.

If there are < p tokens in a (k, [)-gap for some [, then following the generalized vocab-matching attack in Section 4,
CompNode; can perform a forward pass over all V< candidate sequences of such unknown tokens in the (k,1)-gap
and compute candidate values for f(r;,{s € S : s < r;}) and f(r;41,{s € Sk : s < ri41}), and then select the
candidate sequence which allows these quantities to match their known values. This would allow them to recover all
tokens in the (k, [)-gap. Thus, to prevent this vocab-matching attack, we need each (k, 1)-gap to have size > p or zero.
This forces clusters of consecutive indices in R; to have size > p gaps between them. O

Note that (¢, §)-sharding satisfies the requirement of the theorem if and only if 6 — ¢ + 1 > p + 1. Thus, this theorem
induces a slightly stronger requirement than § — ¢ + 1 > p from Section 6.2, which only considered leakage from hF.
In Appendix E, we argue further that (¢, ¢)-sharding with sufficiently large 6 — ¢ + 1 is sufficient for Layer 0 security,
by demonstrating a reduction to an intractable linear program.

6.4 ATTNNODE FULL SECURITY

We now turn our attention to the analysis of AttnNode security. Recall that S and T" sharding are set to be equal by the
argument in Section 5.1, and so in the following we discuss only .S sharding with the implication that 7" receives the
same treatment.

Given a particular R sharding, there are many possibilities for .S sharding. One option is to set S and R sharding equal,
and have each AttnNode, receive the union of query shards from CompNode; and key/value shards from CompNodey,.
However, this results in each AttnNode having access to twice as many ), K, V-rows as each CompNode. To reduce
such leakage to AttnNodes, we propose a further m-split of AttnNodes as follows.

11
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To form S sharding from R sharding, we can let 5 = ma, and partition each R; into m shards R; 1, ..., R; . Then the
S shards are S, (j—1)4» = Ri forall1 <i < aand 1 <z < m. This ensures that pairwise coverage is maintained,
but reduces the number of tokens (technically @), K, V-projections of hidden state rows, but these are reversible to
tokens in the worst case at layer 0) that each AttnNode has access to by a factor of m. Using this split increases the
value of 32, the total number of AttnNodes, by a factor of m?2.

There still remains a degree of freedom in deciding the exact choice of subdividing R; into the subsets R; ... Under the
assumption that R; follows a (c, §)-sharding scheme, we propose that R; , contains the elements of sorted R; at indices
z,2+06,...,z+ (t —1)0, where t = 2 and the split factor is m = c.

For example, suppose that « = 3, ¢ = 2, § = 6, and N = 18. With a split of m = 2, we have 8 = ma = 6. Then,

Ry ={1,2,7,8,13,14} Ry = {3,4,9,10,15, 16} Rs = {5,6,11,12,17,18}

Ry ={1,7,13} Ro1 ={3,9,15} Rs1 = {5,11,17}

Ry 2 =1{2,8,14} Ry = {4,10,16} Rz = {6,12,18}

Sii11 = {1,7,13} Siio1 = {1,3,7,9,13,15} Sy = {1,5,7,11,13,17}
S0 ={1,2,7,8,13,14}  Si190 = {1,4,7,10,13,16}  Si130 = {1,6,7,12,13,18}
So101 = {3,9,15} So131 = {3,5,9,11,15,17}  So110 = {2,3,8,9,14,15}

Sa122 = {3,4,9,10,15,16} So130 = {3,6,9,12,15,18}  Ss131 = {5,11,17}

Ss112 ={2,5,8,11,14,17}  S3190 = {4,5,10,11,16,17}  Ss132 = {5,6,11,12,17,18}
S1212 = {2,8,14} Sio22 = {2,4,8,10,14,16}  Si230 = {2,6,8,12,14,18}
Sa220 = {4,10, 16} Soo32 = {4,6,10,12,16,18} S3232 = {6, 12,18}

where we denote S;;;, = R; ,UR; ,,, which is the set of tokens that AttnNode,, ; has access to fora = m(i—1)+xz,b =
m(j — 1) + y. In other words, R; above are the sets of token indices that the CompNodes receive, and the S, are
the sets of token indices that the AttnNodes receive. Note that some S, entries are not included above (there are 21
listed, but 32 = 36 AttnNodes) because they exactly match a listed entry by Sizjy = Sjyis-

Vocab-Matching Attack  Sharding .S in this way prevents vocab-matching, like in Section 6.2. Indeed, as each R; ,,
has elements that are separated by J, and each S, j,, combines elements from two different R; ,’s, then there cannot be
3 consecutive elements in Sy, if 0 > 2. Also, the largest number of missing tokens between two elements of S;

(i.e. the largest ‘gap’) is lower bounded by %. Therefore, for sufficiently large §, the vocab-matching attack is infeasible.

Learning-Based Attacks To test security against learning-based attacks, we conducted experiments with the above
scheme form = {2,3, 4}, with c = 8 and o = 8, and the same dataset and setup as in Section 6.2. Due to computational
constraints, we focus our experiments on Gemma-2-2B-IT on layer 1; we expect similar trends for Llama-3.1-8B-
Instruct and other layers. We train a single model for all shard possibilities that arise from S;,;,. Experiments are
conducted with the same dataset and model setup as described . Our results are shown in Table 5. We see that although
m = 2 results in a relatively higher ROUGE-L than that for the CompNodes in Table 3, the score for m = 4 is very
similar; therefore, we recommend using m > 4 for security.

Table 5: ROUGE-L scores for different values of splitting parameter m on layer 1 of Gemma-2-2B-IT withc = 8, = 8.
We see that the score for m = 4 is similar to that of CompNodes in Table 3 for the same ¢ and a.

m  ROUGE-L
2 0.3057
3 0.2643
4 0.2376

6.5 COLLUSION RESISTANCE

Most SMPC schemes break when nodes share information. For example, in two-party additive secret sharing, a private
value z is split into shares (x)g, (x)1 held by parties 0, 1, and they can reconstruct z = (x)q + ()1 if they collude. In
Appendix G, we similarly analyze the collusion resistance properties of Cascade. We find that colluding CompNodes
and AttnNodes gain access to the union of their token shards. Because unions of shards have smaller gaps between
consecutive clusters, collusion directly impacts the feasibility of generalized vocab-matching, such as in Theorem 6.2.

12
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Thus, although the exact collusion limit depends on security parameters like the vocab-matching threshold p and the
particular sharding scheme, Cascade generally requires a large number of non-colluding nodes for security.

7 COMMUNICATION AND COMPUTATIONAL COSTS

We now enumerate communication and computational costs associated with Cascade. As in previous SMPC works (Li
et al., 2023; Dong et al., 2023; Li et al., 2024), we assume perfect parallel transport in communication, a homogeneous
node-wise bandwidth of B, and an inter-node latency of 7. We denote F’ as the number of bytes per element.

7.1 THEORETICAL COSTS

We first provide theoretical estimates of costs in Cascade.

Computation There is almost no floating point overhead in Cascade relative to vanilla inference: see Appendix C.
We provide empirical evidence for this in Section 7.2.

Communication We present single layer communication byte and time overhead formulae, derived in Appendix D:

CommBytes = SF(2dH + 2dHgy +2H) - N (1)
CommTime = 27 + ﬁFd(H; 2Hrv) | max | R;|
F(d+2)H @
+ ———— -max|5;|.
B j

Note the only sharding parameter Equation (1) depends on is 3, and in fact it scales linearly with 3. Thus, byte overhead
is minimized when 3 is minimized, which coincides with minimizing the AttnNode count. Furthermore, communication
time is minimized when  max; |R;| and max; |S;| are minimal. For fixed «, 3, since { R;}{, and {.S; }?zl partition
[N], then max; |R;| > [N/«] and max; |S;| > [N/3]. Here, equality holds when all R;, and all S;, are around the
same size. Thus, (¢, d)-sharding, which approximately divides tokens between CompNodes in equal quantity, has
optimal communication time.

7.2 PERFORMANCE EXPERIMENTS

We now evaluate the real-world performance of Cascade through the distributed computing framework Ray (Moritz
et al., 2018). We run our experiments on Paperspace machines with 16 vCPU and 64GB RAM, with the CPU model
being Intel Xeon Gold 6226R CPU @ 2.90GHz. All machines are colocated in the same region with an average
bandwidth of 2 Gbps and latency of 0.38 ms.

We benchmark against two recent SMPC schemes for LLM inference, MPCFormer (Li et al., 2023) and Puma (Dong
et al., 2023). For MPCFormer, we modify the Crypten implementation to use public rather than private weights, to
match our open-weights setting. Puma data is taken from Dong et al. (2023), as it is built on SPU with its own set of
optimizations. We perform inference (a single forward pass) on Bert-Base and Bert-Large with an input prompt of 128
tokens — we repeat this measurement 100 times as there is run-to-run variability in the timing. Our results are shown in
Table 6.

We first compare Cascade for « = 1 without Ray against vanilla inference, to estimate protocol overhead. The mean
runtime is 109ms vs. 91ms for vanilla inference for Bert-Base, and 320ms vs. 273ms for Bert-Large. Profiling shows
this minor increase is due to the attention-score compilation step discussed in Appendix C. Nevertheless, the mean
runtime is within the 95% confidence interval of vanilla inference in both cases.

Next, we compare the performance of Cascade with o = 1 and using Ray. As seen above, this is slower than not using
Ray by around a factor of 3x. This slowdown can be attributed to framework-specific overhead, such as serialization.
In other words, Cascade is so efficient that the distributed-compute framework overhead now constitutes a significant
proportion of its slowdown from vanilla inference, rather than protocol-specific overhead.

We further benchmark Cascade with « = 4, 8, using a (¢, §)-sharding scheme with ¢ = 1 and no m-splits. We use
clusters of 6 and 18 machines for &« = 4 and 8. By testing the saturation of parallelization gains, we take an optimal 4
cores per node. Performance in these cases is slower than for o = 1, due to communication overhead. Still, Cascade is
90x faster than MPCFormer and 45X faster than Puma for Bert-Large, even in its slowest setting.

Furthermore, although it is difficult to make strong conclusions from 3 data points, we observe that the increase in
runtime for both models from a@ = 1 to o = 8 appears sublinear, even as the number of distinct machines increases
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Table 6: Total runtime means and 95% confidence intervals in seconds over 100 trials, for a single 128-token prompt
forward pass on Bert-Base and Bert-Large for MPCFormer, Puma, and various settings of Cascade. Higher «
corresponds to increased node counts and security.

Scheme Bert-Base (s) Bert-Large (s)
MPCFormer 55.32 141.22

Puma 33.91 73.72

Cascadey—1,noray 0.11[0.10,0.13]  0.32[0.23,1.07]
Cascade,—1 0.32[0.31,0.36] 1.01[0.97, 1.09]
Cascade—4 0.59[0.51,0.69] 1.57[1.44,1.73]
Cascade,—g 0.74[0.62,0.96] 1.58[1.27,1.97]
Vanilla 0.09 [0.08,0.12]  0.27 [0.20, 0.99]

superlinearly. This is expected due to parallel computation and communication across the nodes. Indeed, for Bert-Large,
there is no statistically significant increase in runtime from o« = 4 to o = 8, suggesting that it may even be saturating.
In future work, we hope to run on even larger values of «, with potential m-splitting, to confirm this hypothesis.

To support our theoretical estimates in Section 7.1, we also examined the total communication in the o = 1 case using
tshark. We found that the total communicated bytes are within 2% of Equation (1). The extra bytes can be attributed
to Ray-specific metadata and a slight increase from the raw bytes size due to serialization. We present a comparative
table of total communicated bytes for Cascade versus MPCFormer and Puma in Table 7. We see that even in the most
expensive a = 8 setting, Cascade is ~ 160x more efficient in total bytes transferred than MPCFormer, and ~ 140X
more efficient than Puma.

Table 7: Total gigabytes (GB) communicated for a single forward pass on Bert-Base and Bert-Large for MPCFormer,
Puma, and Cascade with various settings. A prompt length of 128 is used.

Scheme Bert-Base (GB) Bert-Large (GB)
MPCFormer 12.089 32.577
Puma 10.773 27.246
Cascade—1 0.009 0.025
Cascade—4 0.038 0.101
Cascade,—g 0.076 0.203

7.3 SCALABILITY

We also tested the scaling behaviour of Cascade as a function of the model size. We again perform a forward pass with
an input prompt of size 128 tokens, setting o = 2, and without m-splitting. We repeat this across 100 runs. Our results
are shown in Table 8. We observe that the runtime grows sublinearly with the model size, suggesting Cascade will also
scale well to the largest modern LLMs. We also note that Puma reported around 300 seconds for a full forward pass on
Llama-2-7B; Cascade is over 20 x faster.

Table 8: Total runtime means and 95% confidence intervals in seconds over 100 trials, for a single 128-token prompt
forward pass on various sizes of LLM models with Cascade, with & = 2 and no m-splitting. We observe sublinear
increase in mean runtime as the model size grows, indicating that Cascade is well suited to scale to the largest modern
LLMs.

Model Name Model Size (Parameters) Mean Runtime (s) 95% Confidence Interval (s)
Bert-Base 110M 0.70 [0.62, 0.74]
Bert-Large 335M 1.33 [1.24, 1.46]
Llama-3.2-1B-Instruct 1B 2.67 [2.33, 2.96]
Llama-2-7B 7B 12.71 [11.07, 14.07]
Llama-2-13B 13B 22.72 [20.58, 25.99]
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8 CONCLUSION & FUTURE WORK

We generalized a recent attack for decoding LLM hidden states into their original user text in the setting of sharding in
the token dimension. To defend against this, we introduced a novel multi-party scheme, Cascade, that employs token
sharding of hidden states. We showed that, under appropriate settings, Cascade is resistant to our attack, as well as
existing learning-based attacks in the literature. Finally, we benchmarked Cascade on modern state-of-the-art LLMs,
demonstrating significant improvements compared to existing multi-party inference schemes in terms of runtime, total
communicated bytes, and scalability.

Future directions of work could examine the security and cost of other sharding strategies, particularly in unreliable
network settings. This could include considerations of the asychronous setting, alongside other optimizations in
Appendix F. Future work could also precisely optimize the security of Cascade for specific use cases, based on the form
and frequency of private user data in prompts. We also encourage investigation into mixing Cascade with other SMPC
schemes, such as our proposal in Appendix A, to offer a flexible tradeoff between cryptographic security and efficiency.
Such work could aim to prevent direct exposure of tokens to nodes, which is one of the main limitations of Cascade.
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A INTEGRATING CASCADE WITH SMPC

In Section 6.1, we concluded that Cascade should only be used when it is safe to reveal some number of tokens, but we
mentioned that integration with SMPC could alleviate this requirement. Here, we describe how Cascade can be fused
with a number of SMPC schemes to improve token security at the expense of computational and communication cost.
The idea is to form an L-layered Cascade-SMPC split, where a general SMPC scheme is executed on the first L LLM
layers and Cascade is carried out thereafter.

We begin with the SMPC stage for layers < L. Denote the layer O input embeddings as x, and the layer L hidden
states as h. For the first L layers, we execute any SMPC protocol ® based on additive secret sharing. Suppose ¢
involves ¢ nodes N7, ..., ;. Then ® begins by additively splitting = = 22:1 x, with each share x, given to NV. By
decomposing LLM layers into SMPC-friendly functions or approximations, ® allows each node N to compute some
additive share hg of the layer L hidden states, such that h = Zizl hs. A key ingredient of SMPC schemes based
on additive secret sharing is computational indistinguishability: no node gains any information about x during the
execution of ®.

Once each N gets h g, we aim to execute Cascade for layers > L in the LLM. We initialize a Cascade sharding scheme
{R;},{S;} and nodes {CompNode,}, {AttnNode , }, which are some superset of the SMPC nodes*. Then, for each i,
each N sends the slice hfi = h4[R;,:] € RIE:Ixd ¢ CompNode;. Finally, CompNode; adds its received sliced shares
to get Zi: L hfti = hfi Since each CompNode; has R;-sharded layer L hidden states, we can execute Cascade for all
future layers of the LLM with the Cascade nodes.

In this process, by computational indistiguishability, SMPC nodes gain no information about the input, and thus have
no direct token access. Likewise, computational indistiguishability ensures that sliced shares A% give CompNode; no
additional information about the input. That is, Cascade nodes no longer have direct access to tokens: information
leakage only comes from the usual exposed shards at layers > L. Thus, even though the execution of ® on the first L
layers may be more expensive than Cascade, token security is improved. To determine the optimal choice of L, further
analysis should be conducted on how information leakage from all exposed Cascade shards varies across layers.

B CoOMPNODE HIDDEN REVERSAL ANALYSIS ON LAYERS & LLAMA

In Section 6.2, we described experiments performed on the hidden states of Gemma-2-2B-IT, where a bidirectional-
attention model was trained to reverse the sharded hidden states into the original text prompt. In Table 3, we showed
that the hiddens are largely secure to this attack for a suitable choice of ¢ and a.

In this section, we first analyze if this is also true for Llama 3.1 8§B-Instruct. We run a similar experimental setup as
described in Section 6.2, except we use Llama hidden representations, and we also use it as the reversal model; this also
therefore tests if increasing the reversal model’s capacity is a suitable method for improving sharded reconstruction.
Due to the computational constraints of training with a larger model, we examine this only for ¢ = 8, a = 8 and
¢ = 8, a = 12. The reconstruction ROUGE-L scores are 0.1718 and 0.1443 respectively, significantly lower than those
obtained with the same parameters for Gemma. We leave to future work the interesting question of whether this implies
that Llama representations are inherently more resistant to decoding than Gemma representations.

Next, we analyze whether our results hold irrespective of the layer of the model used. We run additional experiments on
the hiddens of layers 11 and 21 of Gemma-2-2B-IT. Our results are shown in Table 9. We see that there is no substantial
difference in ROUGE-L score as the layer changes.

Table 9: ROUGE-L scores of text reconstruction from the hiddens of various layers of Gemma-2-2B-IT for different
(¢, §)-sharding setups. We see that the reconstruction quality is similar across layers.

Layer c=a=4 c=a=38

1 0.4268 0.2218
11 0.4627 0.2467
21 0.4021 0.2158

“That is, unless there are more SMPC nodes than Cascade nodes. But this is usually never the case in practice, because most
SMPC schemes based on additive secret sharing involve 2 or 3 parties.
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C COMPUTATIONAL OVERHEAD ANALYSIS

In Section 7.1, we claimed that Cascade has little overhead in computational costs compared to vanilla inference. We
justify this statement below, by comparing CompNode and AttnNode steps against the vanilla forward pass.

Indeed, most operations performed by CompNodes will treat the (row) token dimension as the batch dimension. In the
pre-pass, these are normalization and @), K, V -projection; and in the post-pass, these are attention value compilation
(most of Algorithm 5), O-projection, residual connection, and the MLP block. Except for attention value compilation,
these steps all occur in the vanilla pass, so the CompNodes combined will perform the exact same operations as in
vanilla inference: there are no extra computations performed.

The only extra operations thus come from (a) attention value compilation (linear weighting of partial attention outputs)
by CompNodes in the post-pass, and (b) AttnNode floating point computations which do not appear in the vanilla pass,
i.e. expsums of shards of attention score rows. This is because all other steps of the Cascade self-attention either treat
the tokens as batch elements, or involve splitting up matrix multiplication into multiplication of sharded matrices; and
the latter is blocked matrix multiplication, which does not inherently change the operations performed.

Now, (a) only involves ~ H|R;|d operations for each CompNode;, since it involves a few steps of elementwise
summation and multiplication of H x |R;| X d matrices (after broadcasting). Summing this over all 1 < i < « gives
~ >, H|R;|d = HNd extra operations. Also, (b) only involves ~ H|S,||.S)| operations for each AttnNode;, because
expsum is done over rows of an H x |S;| x |Si| shard of attention scores. Summing over all 1 < j, k < 3, we see this
requires ~ 3, F|S;|[Sk| = HN? extra operations in total. This means the total AttnNode computation overhead is

~ HN(d + N) operations.

Importantly, this is cheaper than most computation-heavy steps in standard inference. Compared to the ~ HN?2d
operations from multiplication of H x N x N attention scores with H x N X d values, this overhead requires ~ % + %
times as many operations. Since d is often in the hundreds, we can ensure for large IV, say N > 256, that this ratio is
quite small. Furthermore, if NV is not large, then the overhead is still limited compared to the ~ H Nd.,,;d operations
from @, K, V-projection, since it requires ~ d:mb + % times as many operations and dg,y; is in the hundreds or
thousands. Essentially, the choice of sharding does not significantly affect the total computational overhead, and this
overhead is quite modest compared to the computations performed in a vanilla forward pass.

D COMMUNICATION ANALYSIS

In Section 7.1, we gave the total communication byte and time overheads for performing a inference on a single layer
of an LLM with Cascade. Here, we provide a full justification of these equations. Like in Appendix C, we assume
symmetry of S and 7" sharding, so the superscript 7" in sharded notation is replaced with S.

Recall that in each layer, there are two communication stages: (A) the CompNodes send sharded query, key, value
matrices to the AttnNodes between pre-pass and attention-pass, and (B) the AttnNodes send sharded attention outputs
and expsums to the CompNodes between attention-pass and post-pass. We operate under the assumption that all
CompNodes synchronize before (A) and all AttnNodes synchronize before (B), so that we can derive an exact expression
for communication cost; this makes our communication cost derivation a worst-case analysis. See Appendix F for
optimizations that can be made if this assumption is relaxed.

For single-layer inference, in stage (A), CompNode; must send each of the | R;| rows of the H X |R;| X d query matrix
g’ to some AttnNodes. In particular, for a row index r € R;, it sends the row g([:, r, :] of g to all AttnNodes;, ;, with
1 < k < j3, where j, is the unique index satisfying r € ;. That is, CompNode; sends each of its |R;| rows to exactly
£ AttnNodes. Since each row contains Hd elements, then CompNode; must send out 3| R;| Hd elements from sharded
query states. A similar analysis shows CompNode; sends out 23| R;| H i d elements from sharded key and value states,
so it sends out a total of 8| R;|d(H + 2Hy ) elements. Summing this over all ¢ and noting Y 5, |R;| = N gives the
total bytes communicated in (A):
CommBytes , = SFd(H + 2Hgky ) - N.

Assuming perfect parallel transport and uniform bandwidth B across nodes, i.e. all communication overhead comes
from CompNode with the most elements to send (plus latency 7), the communication time in stage (A) is

BFd(H + 2Hgv)
B

Next, in stage (B), each AttnNode;; must send each CompNode; some rows of its partial post-value attention outputs
w9 partial attention score row maximums m>°* and partial attention score row subtract-max expsums ek,

CommTimes = 7 + - max | R;|.
3
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These matrices are of shapes H X |S;| x d, H x |S;| x 1, H x |S;| x 1, respectively, and CompNode; receives | R; N.S;|
out of the |:S;| rows from each. This means the total number of elements that AttnNode, sends to all CompNodes is

(d+2)H > |R;n S| =(d+2)H - |S].

i=1
Since Z?,k:l |S;| =8 Zf—:l |S;| = BN, this means the total number of bytes sent by all 3% AttnNodes is
CommBytes; = SF(d+ 2)H - N.
And, again under the parallel transport and uniform bandwidth assumption, the communication time in (B) is
F(d+2)H ‘m
B
Combining these costs, we obtain the following total communication byte and time overheads for a single layer:
CommBytes = SF(2dH + 2dHgv + 2H) - N,

BFA(H + 2Hkv)
B

CommTimep = 7 + ax |Sj|.

F(d+2)H
B

CommTime = 27 + -max |R;| + -max |S;].
7 J

Finally, we compute the number of communication rounds per layer. Stage (A) has each of the « CompNodes send
results to at most 32 AttnNodes, which is at most a3? rounds. Stage (B) has each of the 32 AttnNodes send results to
at most e CompNodes, which is at most /32 rounds. In total, the rounds per layer are bounded above by 2a32. This
can be quite large, but we can guarantee a tighter upper bound if our scheme involves (¢, §)-sharding for CompNodes
with m-splitting of AttnNodes. Here, 5 = ma since each of the « shards in {R;}% ; is split into m pieces to form

{S; }le. Each CompNode sends results to m /3 AttnNodes, and each AttnNode sends results to 1 CompNode, so there
are ma + B2 = 232 rounds. Essentially, the number of rounds scales linearly with the number of AttnNodes.

E SUFFICIENCY OF (¢, d)-SHARDING

Now, we provide an argument that only considering Layer 0 shards, when R and .S sharding both follow a (¢, ¢)-sharding
scheme with sufficiently large ¢, d, it is intractable for any CompNode to recover the input.

To do this, we will demonstrate a reduction to a variant of the subset sum problem with vectors, which is NP-complete.
Our reduction relies on two assumptions (B1), (B2), which we highlight shortly. We begin by fixing ¢ € [a], so that
R; ={icyic+1,...;ic+c—1,ic+d,ic+d+1,...,ic+5+c—1,...}. As we mentioned earlier, CompNode; has
access to mfiS1 elliS yliSi o qmRiSs eRiSs 4 RiSs and b at Layer 0. Knowledge of the latter is equivalent
to knowledge of tokens at indices R;, so we consider leakage from the former triples. In fact, at Layer 0, note each
triple m®i°x  eftiSk 45k only depends on tokens with indices in R; U Sy,. Since all tokens in R; are known to
CompNode;, then this triple only depends on unknown tokens Sy \ R;. Across all k, these sets are disjoint. Thus, under
the following assumption, we can conclude that the reversal problems from the S different triples are independent.

(B1) For any k1 # k2, CompNode; has independent priors on tokens with indices in S, and tokens with indices in Sy, .

Thus, we now only need to consider leakage from one triple m % el RSk Explicitly, Sy = {kc, ke +
1,....kc+c—1,kc+d,kc+d+1,....kc+d+c—1,...}. So, if k = i and S, = R;, then all these shards are
functions only of known tokens at indices R;, and no information is leaked to CompNode;. Thus, without of loss of
generality, we now assume k£ < %, as k > ¢ is similar. From now on, when we say a shard depends on tokens, we ignore
known tokens.

Recall that exp(a i )vor = ufti% © efiSk © exp(m!*), and expsum(a’°r) = eS¢ @ exp(m!*) by defini-
tion. Thus, this triple reveals the exact same information as the triple m % expsum(a’°*), exp(a®S»)vS*, which
have shapes (H, |R;|,1), (H,|R;|,1), (H,|R;|, d). We concatenate the last two to form bf* of shape (H, |R;|,d+1),
so our original triple is equivalent to m =% b%Sk Now, note that because S and R are both (c, §)-sharding and the
attention mask is unidirectional, the first ¢ out of | R;| rows of a5 will have ¢ elements followed by all —oo, with the
nonzero c only depending on tokens at indices kc, . . ., kc + ¢ — 1, respectively. The next c rows have 2c elements that
depend on tokens at indices kc, ..., kc+c—1,kc+d,kc+6+1,...,kc+ 9 + ¢ — 1, followed by all —co. A similar
pattern holds for each next c rows. Thus, the | R;| rows of b* follow a similar token dependence pattern: the first ¢
depend on tokens kc, . . ., kc+c—1, the next c depend on tokens kc, . .., kc+c—1,kc+6, ke+d+1, ... kc+d+c—1,
and so on.
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Now, for each position 2 € [N], we define a list of V possible concatenations [k, v,.] € R¥*24 where k, denotes the
xth row across all heads of the layer 0 query states, and likewise for v,.. Denote this list as A, which is distinct for
different values of = due to the effects of positional embeddings; it is indexed in the same order as the vocabulary. For
each r € R; and position z € [N] with x < r;, we denote B, as the list of (d + 1)-dimensional vectors whose first
entry is exp(q[:, ,:]k2) and last d entries are exp (g[:, 7, :]k%) vy, over all [k, v,] € A,. Note this is also of size V,
and is indexed in the same order as the vocabulary. It is simple for a node to compute B, ,, forall » € R; and x < r;, as
they know g[:, r, :], and can directly compute and iterate through A,..

The key point, building on our observation from earlier, is that (d + 1)-dimensional rows of bk are sums of vectors
from sets B, ;. In particular, there are i1,...,4. such that for all 1 < r < ¢, the rth row equals B, yc[i1] + ... +
By ketc—1lic]. Then, there are ic41, ..., 42, such that for all ¢ +1 < r < 2¢, the rth row equals B, gcli1] + ... +
By ketc—1lic) + Brketslict1] + - -« + Brketote—1lizc]- A similar pattern holds for 2¢ + 1 < r < 3¢, and so on. The
final indices i1, i2, . . . correspond to the positions of input tokens in the vocabulary, for all tokens with indices in Sj.

Therefore, reversal of the input from b%S* alone is at least as difficult as the following problem: given c different sets,
each containing V' vectors derived from token and position embeddings, select some vector from each set so that they
sum to a given vector. This is a variant of the subset sum problem for vectors, which is computationally intractable for
large enough V, c. Particularly, since V' is in the hundreds of thousands, this is likely already intractable for ¢ > 8.

Finally, we consider additional leakage from m™i5%  In the worst case, this reveals at most one of the tokens with

indices in S}, for each k, as a maximum of a row of a’*“* reveals at most one element of the row, with upper bound
constraints placed on the other elements. Given the large number of possibilities for these elements, it is unlikely that
the upper bound constraints provide much information, which we incorporate in the assumption below. Therefore,
leakage from m S is at worst equivalent to effectively reducing the parameter ¢ above by one, since we have one less
set to select a vector from. This means if ¢ > 8 was secure for reversal from b7 we need ¢ > 9 to ensure security
for reversal from b5 mTfSr Note that the variant of the subset sum problem for reversal from b’ together
with the inequality constraints from m 5 leakage, form a linear program. So, we have implicitly used the following
assumption to claim security.

(B2) The linear program described above is computationally intractable.

Therefore, assuming choices of ¢, § which satisfy (B1) and (B2), we have shown Cascade is completely secure for any
CompNode only executing Layer 0. In practice, these assumptions may not always hold. In fact, learning-based attacks
attempt to violate the independence assumption of (B1), through token-infilling between gaps of a (¢, §)-sequence.
Furthermore, even as the subset sum problem is NP-complete, this does not mean that the particular choice of sets
in our setup are not susceptible to, say, an approximation algorithm. To truly test (B2), future work should explicitly
enumerate the linear program and test the efficacy of state-of-the-art solvers on it, perhaps with token-infilling priors
integrated. Nevertheless, the above explicit reduction shows that for large enough c¢, 4, it is quite likely that (B1) and
(B2) nearly hold.

F CoST OPTIMIZATIONS

In Section 5, we gave a high-level overview of Cascade, and deferred discussions about optimization. Here, we discuss
a few cost and communication optimizations.

Caching After a new token is generated in Cascade, the CompNode holding that token will send it back to one of the
existing CompNodes, and single-token generation will repeat to get the next token. To speed up generation after the
first new token, the CompNodes and AttnNodes can store their partial intermediate states, and only the 1 CompNode
and 3 AttnNodes associated with the most recent token will need to participate in the single-token generation: this
means KV-caching naturally extends to Cascade. Formally, suppose n is the index of the most recently generated token,
and it belongs to the hidden shard R; and the query shard S;. Only CompNode; needs to perform new computation in
generating the (n+ 1)st token, along with each AttnNode;;, for 1 < k < f3: this is because only these AttnNodes require
the nth query row. Furthermore, these 5 + 1 nodes, having stored intermediate results from previous forward passes,
can avoid repeat computation of attention scores and earlier hidden states. Essentially, this results in token-sharded
KV-caching.

Symmetry Reduction We see that AttnNode;;, and AttnNodey; actually have the exact same information in the
worst-case: they both have access to indices S; U Sy. Thus, at no loss of security, we can combine AttnNode;y,
and AttnNodey; into one node, thereby approximately halving the number of AttnNodes required, and reducing
communication byte overhead.
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Synchronization A key assumption in our communication analysis from Appendix D was that nodes synchronize
between stages. That is, AttnNodes wait until they all finish before sending information to CompNodes in parallel; and
likewise for the CompNodes sending information to AttnNodes. But in practice, depending on the sharding scheme,
synchronization is not necessary; and relaxing it can allow some nodes to proceed earlier than others. For instance, in a
sharding scheme where CompNode; holds only the first k tokens, because the first & logits do not depend at all on
tokens k + 1,...,n in a unidirectional model, then CompNode; can proceed through all its forward passes without
waiting for any information from other nodes. Future work could analyze the tradeoff between such synchronization
relaxations, which are not possible with schemes like (¢, §)-sharding, and token security.

G COLLUSION RESISTANCE

How many nodes in Cascade must share information to break the security of the scheme? The acceptable level of
collusion depends on the sharding scheme and the desired hidden state security. Formally, let A/ be the set of all « + 32
nodes. For each node n € NV, denote ¢(n) as the set of (sequence dimension) indices of hidden states that n directly
has access to. This is explicitly

t(CompNode,) = R;, t(AttnNode;;) = S; U T}

because CompNode; directly receives hidden states with indices in R;, and AttnNode;, directly receives @, K, V-
projections of hidden states with indices in .S; and T5.

When nodes share information, they gain access to the union of their shards. Suppose a subset S C A of nodes
jointly colludes. Then they each gain access to hidden states with indices in the set Unest(n). This can be used to
reveal a significant portion of the prompt if S contains many nodes, so in general, Cascade is not fully collusion-
resistant. For example, if all « CompNodes collude, then they gain access to all hidden states with indices in
U ,t(CompNode,) = U | R; = [N], so the entire prompt is revealed by reversing layer 0 hidden states into tokens.

Collusion also raises security concerns in vocab-matching. Recall the generalized vocab-matching attack from Section 4
can be used to break security if gaps between non-consecutive hidden states in each shard are not sufficiently large.
From our prior discussion in Section 6.2 and Theorem 6.2, we know that non-consecutive hidden states held by a node
must be > p positions apart to prevent the attack, where p is the vocab-matching threshold. Thus, it may be the case
that much fewer than a« CompNodes need to collude to break security: even though the union set of their shards may be
much smaller than [N] (i.e. reveal little of the actual prompt), it could contain many pairs of non-consecutive hidden
states < p positions apart, and the vocab-matching attack would reverse many unknown intermediate hidden states.
This means the choice of vocab-matching threshold also significantly affects the collusion limit.

Finally, we note a potential solution to security concerns from collusion: further splitting of shards assigned to nodes,
akin to m-splitting of AttnNodes in Section 6.3. By decreasing the number of hidden states each individual node has
access to, we increase the number of nodes that need to collude to break security. For instance, in the extreme case
where each CompNode has access to 1 token and the prompt contains sufficiently many filler words, a large number of
CompNodes could collude and still be unable to extract private user data from the prompt. This is also resistant to the
vocab-matching attack as long as CompNodes with tokens within p positions of each other do not collude.
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