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ABSTRACT

Our research addresses the overlooked security concerns related to data poisoning in continual learn-
ing (CL). Data poisoning — the intentional manipulation of training data to affect the predictions of
machine learning models — was recently shown to be a threat to CL training stability. While exist-
ing literature predominantly addresses scenario-dependent attacks, we propose to focus on a more
simple and realistic single-task poison (STP) threats. In contrast to previously proposed poisoning
settings, in STP adversaries lack knowledge and access to the model, as well as to both previous and
future tasks. During an attack, they only have access to the current task within the data stream. Our
study demonstrates that even within these stringent conditions, adversaries can compromise model
performance using standard image corruptions. We show that STP attacks are able to strongly dis-
rupt the whole continual training process: decreasing both the stability (its performance on past
tasks) and plasticity (capacity to adapt to new tasks) of the algorithm. Finally, we propose a high-
level defense framework for CL along with a poison task detection method based on task vectors.
The code is available at: https://github.com/stapaw/STP.git.

1 INTRODUCTION

Continual learning (CL) aims to accumulate knowledge from a stream of data, allowing models to adapt to new
information while preventing forgetting of already acquired knowledge (Delange et al. (2021); Masana et al. (2022)).
This continuous process seeks to strike a balance between stability and plasticity, enabling the continual learner to
maintain performance on previous data while adapting to new data. CL training is based on the implicit assumption
that a stream of training data is representative of the data encountered during inference time — samples are from the
same domain or share similar characteristics. Data poisoning attacks violate this assumption by manipulation of the
training data aimed at degradation of model performance at inference time (Cina et al. (2023)).

Recent works (Li & Ditzler (2022); Umer et al. (2020); Kang et al. (2023); Abbasi et al. (2024); Han et al. (2023))
demonstrate successful data poisoning attacks on CL, highlighting the importance of the security challenges present
in various CL environments. Attacks against CL proposed so far differ in terms of considered threat model, learning
scenarios and poisoning methods. With so many hidden assumptions, it is much harder to develop and propose
adequate defenses. Moreover, most attacks use a non-restrictive threat model which is not realistic: adversaries have
access to multiple tasks within the learning stream (Umer et al. (2020); Li & Ditzler (2022; 2023); Han et al. (2023))
and/or have the ability to access the trained model during training to produce adversarial samples as a poison (Li &
Ditzler (2022; 2023); Han et al. (2023)).

To address these issues, we propose a new, more simple and realistic Single-Task Poisoning (STP) setup where an
adversary has only access to a current CL task data, and access to the trained model is not allowed. To assess how
much damage could be done when poisoning a single task, we propose two types of poisoning attacks: uniform and
classifier bait. The former contaminates the task data with one of the standard image corruptions (see Figure 2). The
latter corrupts only a subset of classes within a task to create data distribution differences between classes and uses
corruptions as a bait for the classifier to focus on those artificially introduced spurious correlations rather than real
class-discriminatory features. We want to highlight, that the goal of the STP framework is not to assess the damage
done to the poisoned task performance, but rather to investigate the performance on previous and future tasks in the
sequence during the CL training session. The common aim of the attacks proposed so far was to affect the stability of
the model by increasing the forgetting on previous tasks. To the best of our knowledge, we are the first to investigate

* Corresponding author: stanislaw.pawlak.dokt@pw.edu.pl


https://github.com/stapaw/STP.git
https://arxiv.org/abs/2507.04106v1

Preprint.

¥ ¥ ¥ Y
TASK 1 TASK P-1 TASK P+1 TASK N
=0 | [ -

oXoxel ko SRo00
= 5
i
(@ J (@ J
RS RS
STABILITY PLASTICITY

B-éc (BERRE

Figure 1: The Single-Task Poison (STP) setting. We propose a new, more realistic CL setup to investigate data
poisoning attacks, where an adversary has only access to a single task (7},) with no knowledge about other tasks in
the sequence and no access to the trained model. We show that STP attacks can strongly affect the stability and the
plasticity of the model.
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how data poisoning attacks can affect model performance on future tasks (plasticity) and the first to show an attack
that is affecting both the stability and plasticity of the model at the same time.

‘We summarise the contributions of this work as follows:

* We focus on class-incremental setup with exemplar-free methods and propose the Single-Task Poison —
a more realistic adversarial setup for CL, where adversary’ data access is restricted only to one task in the
sequence, with no knowledge about previous tasks or access to the trained model.

* We show that even under this restricted threat model, data poisoning attacks can have devastating effects.
To the best of our knowledge, we are the first to investigate the consequences of poisoning on future tasks
performance. We show that an attack can increase catastrophic forgetting and impede future training at the
same time.

* We present a high-level defense framework for CL with a poison task detection method based on task vectors.

2 RELATED WORK

Data poisoning attacks. Data poisoning attacks are considered one of the strongest concerns for the use of offline-
trained ML models in real life (Cina et al. (2023)), and thus multiple attacks (Nguyen & Tran (2020); Yang et al. (2017);
Muiioz-Gonzélez et al. (2017); Shafahi et al. (2018)) and defenses (Taheri et al. (2020); Hong et al. (2020); Hayase
etal. (2021); Zhu et al. (2021); Yang et al. (2022)) were proposed. The main three categories of data poisoning attacks
are (Cina et al. (2023)): indiscriminate, targeted and backdoor attacks. 1) Indiscriminate attacks involve poisoning
the training data with the intention of compromising the overall performance of the model. They introduce noise or
biases in a way that undermines the model’s accuracy and generalization. 2) Targeted attacks aim to manipulate the
model’s behavior in particular situations or for certain inputs. Poisoned data influence the model’s predictions for
certain targeted samples while maintaining normal performance for all the others. 3) Backdoor attacks are targeted
attacks that poison the data with a hidden pattern (trigger) added to training samples. This trigger does not impede
network performance during training, but allow adversaries to manipulate the model’s behavior during inference time.
The backdoor remains hidden and passive under normal circumstances but can be activated by adding a trigger to
specific samples during inference time. Using triggers adversaries can control the model’s outputs in a predefined
manner (e.g. by changing the prediction of sample with backdoor to a specific label).

The issue of data poisoning in CL setups is largely unexplored, with only a few recent works discussing specific at-
tacks (Li & Ditzler (2022); Umer et al. (2020); Kang et al. (2023); Abbasi et al. (2024)) and defenses (Umer & Polikar
(2023); Wang et al. (2022)). Table 1 compares data poisoning methods in CL. Most focus on Task Incremental sce-
narios, where task IDs are available during inference, while our work emphasizes the understudied Class Incremental
scenario. Backdoor attack methods (Umer et al. (2020); Umer & Polikar (2022)) require data access during training
and inference to trigger the attack. The most common attack technique relies on accessing the trained model to create
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Table 1: Comparison of data poisoning attacks in CL. CL scenarios: DI — Domain Incremental, TI — Task Incre-
mental, CI — Class Incremental (van de Ven & Tolias (2019)). Data Access: assumption of the adversary’ access to a
stream of data. Model Access: assumption of the adversary’ access to the continually trained model. Our approach is
the first data poisoning attack considering CI with single access to the training data stream and without access to the
trained model.

CL data poisoning attacks Threat Model
Work CL Scenario Data Model
DI TI CI  Access Access
Umer et al. (2020) X /X Multiple X
Li & Ditzler (2022) X « X  Multiple v
Li & Ditzler (2023) v v X  Multiple v
Han et al. (2023) X v X Multiple v
Kang et al. (2023) X v X Single X
Abbasietal. (2024) X VX Single v
Ours X X v/ Single X

adversarial samples for previous tasks (Li & Ditzler (2022; 2023); Han et al. (2023)) or to revert the model for task
information (Abbasi et al. (2024)). We share a similar goal with Kang et al. (2023) in making the threat model more
realistic. However, while Kang et al. (2023) focuses on exploiting vulnerabilities in generative replay (a generative
model is unable to generate a label-changing pattern that is present during first classifier training, but is not gener-
ated during replay phase, which leads to a postponed label-switching attack and increase in the forgetting), our focus
differs.

Data poisoning defenses Most of the standard defenses against data poisoning (like training data sanitization and
outlier detection methods) assume that only a small fraction of the training data is poisoned Cina et al. (2023). Al-
though this assumption is correct for a standard stationary training, we argue that in CL this assumption is not certain.
We show how an adversary can even fully poison a small task in a CL sequence, without being noticed immediately
(see 10). Thus, most standard defenses against data poisoning are not suited to CL training. Although data poisoning
in CL have recently gained increasing attention resulting in multiple new attacks proposed, there is a significant gap in
terms of discussing and proposing effective defensive measures. Defensive approaches were recently proposed only
for a specific subset of poisoning attacks, namely backdoor attacks (Umer & Polikar (2023); Wang et al. (2022)). A
subset of methods based on robust training, model inspection and model sanitization (Cina et al. (2023)) could be
adapted to prevent data poisoning in CL, but as of now they are still not evaluated under CL setup and thus there is no
off-the-shelf defense yet.

CL Threat model. We consider the simplest and most realistic scenario of the attack: an adversary has access only
to the data of one task in the sequence. To our knowledge, this is the most constrained threat model yet considered.
Unlike previous models, our 1) adversary lacks access to the CL model (Li & Ditzler (2022; 2023); Abbasi et al.
(2024); Han et al. (2023)), and 2) adversary has no access to or knowledge of data from previous (Li & Ditzler (2022;
2023); Han et al. (2023); Wang et al. (2022)) or 3) future tasks (Umer et al. (2020); Umer & Polikar (2022; 2023)).

3 SINGLE-TASK DATA POISONING

In this section, we present Single-Task Poisoning (STP) framework to investigate the effects of data poisoning attacks
in continual learning. We start with an overview and justification of STP, followed by the description of data poisoning
methods, attacks, and defenses proposed in this work.

3.1 SINGLE TASK DATA POISONING: WHAT IT IS AND WHY IT MATTERS

STP is a setup to investigate the effects of data poisoning in CL. It puts more restrictions on the adversary, who has
only access to a single task data and cannot access the trained model. STP is motivated by the fact that in real-life
scenarios we have access neither to the model nor to all available training data stream. In the following, we show these
constraints, explain and justify the STP setting by considering a defensive party that is continually training a model on
a data stream obtained from multiple sources (see Figure 1).

Firstly, STP employs a more restrictive threat model, because the potential adversary data provider has no access to
the data of other providers, nor to the trained model, and he or she does not know when the data would be used for
training. Secondly, STP considers poisoning high-percentages of data samples, which is not common for the data
poisoning settings. In stationary training, a single data provider is not able to poison a high percentage of training
dataset due to the data volume. Contrary, CL training is divided into multiple stages and poisoning heavily one small
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task is possible. Finally, STP provides a simple threat model to investigate how much damage could be made by a
single poisoned CL task. It is true that the data from a single provider could be used within the one task or split
into several tasks which could introduce additional vulnerabilities. While many previous attacks consider multi-stage
attacks, we argue to focus firstly on a simpler scenario. STP provides a framework to investigate the devastating effects
of poison from a single task and is a step forward to build defensive mechanisms that could be used for more secure
CL training in general.

severity=1 severity=2 severity=3 severity=4 severity=5

alalala]s

Figure 2: Example of image corruption: Gaussian blur with increasing severity (1-5 from left to right).

Blur

3.2 DATA POISONING CONTINUAL LEARNING WITH STP

3.2.1 TASK POISONING WITH IMAGE CORRUPTIONS.

We use the CIFAR-C (Hendrycks & Dietterich (2019)) set of image corruptions to transform images of the poisoned
task. These corruptions are well established and commonly used, with clear publicly available algorithm and code
to create them. We use them to propose the simplest possible poisoning attack, without any additional knowledge,
as the STP threat model is very restrictive towards the attacker and he or she cannot use other poisoning methods
proposed so far (they rely on the access to the model or information about other tasks in the sequence for optimization).
Additionally, proposed different severity levels were used in the experiments, to show the strength vs. detectability
trade-off faced by the attacker Frederickson et al. (2018).

While CIFAR-C dataset is usually used for test-time adaptation scenarios and thus benchmark consists of corrupted
test data, we use those predefined transformations to create corrupted images for training the poisoned task. Adapting
these predefined transformations results in a clean-label, non-adversarially optimized data poisoning (poisoning based
on a pixel distribution change after transformations like e.g. gaussian blur). For examples of corruption severities,
see 2. All corruption types are shown in the Appendix 15.

3.2.2 ATTACKS.

Let T, be the be the task that is poisoned during CL training with D), being the dataset used in that task. Let D jcqn
be the original dataset for the attacked task, D,oisoned be the poisoned copy of Dejeqr,.

Transformation from D jeqp into Dyoisoned 1S defined by three parameters (see Figure 3):

* pcp — poisoned class percentage, defining how many classes are affected by corruptions in Dpoisoned
* pn —number of poisons (i.e. different corruptions) used to poison data in Dypisoned
* pp — the percentage of exemplars poisoned (corrupted) in each class of Dpoisoned

The poisoning attack is changing the distribution of 7T}, data by applying one of the corruptions to pp % of images from

pep classes of Djean. Let I, be the subset of n indices randomly chosen from Dejeqn, In € {1,2,...,|Deean|t = I.
Then D, is a set containing n poisoned and | D jeqy| — 1 clean samples:
-Dp = Dpoisoned[—[n] U Dclean[I/In} (1)

Naming convention for attack evaluation. We evaluate STP with four kinds of attacks:

1. BASE — the simplest attack with single corruption added to all classes in 7T,

2. BAIT — use single corruption as a bait for classifier: we poison only half of the classes in 7T}, to attract the
model to discriminate rather based on introduced data distribution differences than the class differences within
the same data distribution,

3. MULTIBASE — we poison all classes in T}, with different corruptions to check if the attacker can obtain addi-
tional gains by increasing the number of poisons. Classes are poisoned proportionally with pn corruptions.

4. MULTIBAIT — we poison half of the classes in T},. Classes are poisoned proportionally as in MULTIBASE at-
tack.



Preprint.

r poisoned clean
. data data
pcp =100 pcp = 50

Tp classes

Figure 3: Main parameters of STP attacks: pcp and pn. pcp defines how many classes are poisoned in poisoned
task 7}, pn how many poisons (different corruptions) are used.
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Figure 5: Difference between clean and poisoned
task vectors increase with more layers contributing
to task vectors. Consequently, we detect the poison
when 3 > a.
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Figure 4: The high-level defense framework. We
propose to add after each CL task a poison-detection
phase to roll back changes in model weights upon
detection of poison.

3.2.3 DEFENSE.

The defense framework involves three steps: checkpointing the model, poison task detection, and (optional) weight
rollback (see Figure 4). First, we save the model weights before training on a new task. After training, a poison
detection test is conducted. If the task is detected as poisoned, the model’s weights are rolled back to the pre-task
state, the poisoned task is skipped, and training proceeds with the next task.

Detection using task vectors. The core of our framework is poisoned task detection. We propose a simple task-
vector-based method that uses one clean task at the start of training to calculate a threshold. This threshold is then
applied to all tasks in the stream to determine if a task is poisoned. Task vectors (Ilharco et al. (2023)) are vector
representations in the parameter space of a neural network that encapsulate the changes required to adapt the model
from one task to another. They are computed by taking the difference between the model parameters fine-tuned on
different tasks, effectively capturing the task-specific adaptations needed. We propose to use them for the poison task
detection: by comparing task vectors for the model before and after the task training. For both clean and poisoned task
distance between before and after vectors is increasing when we use more network layers to create task vectors, but
Figure 5 shows that for poisoned task distance increase is more significant. Thus, we define the angle o with single
clean task data to denote how fast the distance increase when trained on clean data (see algorithm 1). Then, we test
the 8 obtained for each of the following tasks. If 5 > « we denote the task as poisoned.
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Algorithm 1: Calculation of Threshold Angle «

Input: A sequence of tasks {17, 75, ..., T, }, continually trained model My,, where 6; are the weights of the
model after training on task 7T;
Output: Threshold angle «

Select a task T, from the beginning of the sequence (assumed to be clean);
foreach seed s; € {s1,82,...,5;} do
Train Mpefore (Mp, _,) on T, to obtain Magier;
Compute activations Af .. and A, using T, data;
Aggregate activations using mean into single vectors Apefore and Aageer;
Compute task vector: v = || Aagier — Abefore||2;
Compute cumulative sum vector: ¢ = cumsum(v);
Let Al = Clast, A2 = Cfirst»
Define A3 with same x-coordinate as A; and y-coordinate as As;
Compute angle o, = LA A3 As;
Aggregate all angles: o = Aggregate({c, a5, ..., a}}) ; // e.g., 90th percentile or MAX
return o;

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

CL setup. In the main experiments, we use a class-incremental setup (van de Ven & Tolias (2019)) that divides
datasets into tasks with disjoint classes and lacks task identifiers during inference. We investigate data poisoning
attacks on classical exemplar-free CL methods, LWF (Li & Hoiem (2017)) and EWC (Kirkpatrick et al. (2017)). Basic
experiments use CIFAR10 split into five tasks of two classes each. For most experiments, we use CIFAR100, split into
six tasks, with the first task having 50 classes and the others 10 classes each, to assess attacks on tasks with more than
two classes.

Model and training details. We use the Resnet32 model for all experiments in the main section of the work. We
use Resnet18 for additional experiments on Tiny-Imagenet (Le & Yang (2015)), added in the appendix (see A.1). We
use implementations from FACIL (Masana et al. (2022)) framework for CL training. For CIFAR10 we start each task
with learning rate equal to 0.05 with weight-decay 0.0001 and momentum 0.9. We train 200 epochs for each task.
Additional information about learning parameters are in the appendix B.

Datasets We test data poisoning attacks on CIFAR10 and CIFAR100 datasets. Both contain 32x32 images (Alex
(2009)). Additional experiments with bigger images on Tiny-Imagenet (64x64) (Le & Yang (2015)) are in the ap-
pendix A.1.

Defense evaluation. To evaluate proposed poison task detection method, we prepared a dataset of tasks created from
different subsets of CIFAR100, each having ten classes. In realistic scenario clean tasks should be much more frequent
than poisoned ones. Thus, we used a dataset with 92% clean and 8% poisoned tasks.

4.2 ATTACKS EVALUATION
We investigate STP attacks with these questions:

1. What is the difference between poisoning a single task in exemplar-free CL compared to poisoning single
task in joint training?

2. What is the decrease in the model performance after poisoning task 7}, with proposed STP attacks? How
poisoning affects continual learner stability — performance on tasks before 7}, — and plasticity — performance
on the following tasks?

3. Isit better for the attacker to poison all data with the same corruption (i. e. using BASE, BAIT attacks), or use
multiple corruptions (MULTIBASE, MULTIBAIT attacks) for different classes?

4. How can the adversary address the strength vs detectability trade-off (Frederickson et al. (2018)) of the data
poisoning attack? What percentage of T}, data should be poisoned for STP attack to be effective?
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Table 2: Average accuracy when poisoning a single Tp task in CL sequence. Grey (CLEAN) rows show results of
runs without poisoning 7}, task, while black (BASE, BAIT, MULTIBASE, MULTIBAIT) rows show results for different
attacks. Difference between CLEAN and poisoned runs is shown in the parenthesis. As most data poisoning works
in CL we report accuracies after the poisoned task (ACC AT POISONING TIME). Additionally we report accuracies
at the end of the full CL sequence (FINAL ACC) to show the impact of poisoning for further training. Experimental
setup: CIFAR100(50/10), CIFAR10(2/2), BASE: pcp = 100, pn = 1, pp = 100, BAIT: pcp = 50, pn = 1, pp = 100,
BASE: pcp = 100, pn = 5, pp = 100, BASE: pcp = 50, pn = 5, pp = 100.

ROW ATTACK METHOD DATASET P ‘ ACC AT POISONING TIME FINAL AcCC
| T, BEFORET, T, BEFORE T, AFTER T}, TOTAL

1 CLEAN JOINT CIFAR10 3|95.2 95.6 93.6 93.4 92.4 93.1
2 BASE JOINT CIFARIO 3(0.2 (-95.00 96.6 (1.0) 0.1 9350 94.1 0.7 93.1 0.7y 74.9 (-18.2)
3 BAIT JOINT CIFAR10 3|0.3 (9490 96.5 0.9 46.2 (-47.4) 93.8 (0.4) 92.7 03 83.8 (-9.3)
4 CLEAN JOINT CIFAR100 4|73.0 71.2 71.3 68.0 66.5 68.1
5 BASE JOINT CIFARI100 4(1.2 -70.00 72.2 (1.0 1.0 -703) 69.7 1.7 67.1 06 57.4 107
6 BAIT JOINT CIFARI100 4(36.8 (:36.2) 71.9 (0.7 36.0 (-35.3) 68.7 (0.7 66.6 (0.1) 62.6 (-5.5)
7 MULTIBASE JOINT CIFAR100 4 (4.5 (685 72.2 (1.0 4.3 -67.00 69.5 (1.5) 66.7 0.2) 57.7 (-10.9)
8 MULTIBAIT JOINT CIFAR100 4{40.3 -32.79 71.9 0.7 39.7 -31.6) 69.0 (1.0) 66.4 (0.1 63.3 (-4.8)
9 CLEAN LWF CIFAR10 3|67.2 71.7 50.2 62.3 63.9 60.5
10  BASE LWF CIFAR10 3[56.3 -10.9) 70.1 (-1.6) 39.9 103) 59.1 (32 65405 57.8 27
11 BAIT LWF CIFAR10 3[45.8 (21.4) 48.5 (-23.2) 41.9 -8.3) 43.8 -18.5) 50.2 -13.7) 46.0 (-14.5)
12 CLEAN LWF CIFAR100 4|78.9 50.8 61.7 30.6 69.7 48.8
13 BASE LWF CIFARI100 4|64.4 (-14.5) 36.3 (-14.5) 45.5 c16.2) 17.3 c13.3) 68.6 -1.1)  39.1 (9.7)
14 BAIT LWF CIFARI100 4|52.2 (26.7) 41.5 (-9.3) 44.3 (-17.4) 23.5 7.1y 62.3 (-7.49) 39.9 (-8.9)
15 MULTIBASE LWF CIFAR100 4|37.1 -41.8) 46.8 (-4.0) 28.7 (-33.00 27.4 (32) 66.1 (369 40.5 (-8.3)
16 MULTIBAIT LWF CIFAR100 4|54.5 (-24.4) 45.7 (-5.1) 47.3 c144) 27.1 (35  65.3 44y 43.2 (-5.6)
17 CLEAN EWC CIFAR10 3(34.3 22.2 20.0 11.6 24.0 18.2
18 BASE EWC CIFAR10 3(19.7 (-14.6) 25.7 3.5 4.2 1580 15.0 3.9) 29.5 .5 18.6 0.4)
19 BAIT EWC CIFAR10 3(40.6 6.3y 6.3 (-15.9) 16.7 33 3.7 7.9 24.9 09y 14.8 (3.9
20  CLEAN EWC CIFAR100 4(82.3 27.8 35.9 17.8 57.2 33.9
21 BASE EWC CIFAR100 4|48.2 (-34.1) 17.7 ¢-10.1) 25.6 -103) 18.9 (1.1) 57.4 02 32.9 Lo
22 BAIT EWC CIFARI100 4|51.9 ¢:30.4) 15.2 (-12.6) 22.4 <135 18.2 (0.9) 56.8 0.4y 31.8 (2.1)
23 MULTIBASE EWC CIFAR100 4|37.2 (-45.1) 20.1 (-7.7) 13.1 (-228) 18.0 (0.2 58.9 a7 30.8 ¢-3.1)
24 MULTIBAIT EWC CIFAR100 4|56.6 (-25.7) 20.5 (-7.3) 25.1 ¢108) 17.5 03 56.6 069 31.8 2.
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Figure 6: Poisoning single task (Tp) training data has devastating effect for the performance in CL. In CL single
task poisoning may decrease the performance for past and future classes, while in joint training, performance on non-
poisoned subset of classes is not affected. Experimental setup: CIFAR10, LWF, Resnet32, p = 3.
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Figure 7: Com.parison of corresponding BASE and Figure 8: Relative accuracy drop for BAIT (pn =
BAIT attacks impact on the performance on past 1) and MULTIBAIT (pn > 1) attacks using differ-
and future tasks. BAIT attacks are stronger than ent number of poisons. Increasing pn decrease poi-

BASE while poisoning much less exemplars of 7). ¢on effectiveness. Experimental setup: CIFAR100,
Experimental setup: CIFAR100, LWF, Resnet32. LWE. Resnet32.

We answer them with the following observations:

1) Poisoning has more severe consequences in CL than in joint training. Figure 6 shows the difference between
poisoning part of the data in joint training on CIFAR10 and the same part of the data treated as single task in CL
sequence. The former does not affect the performance on the rest of the classes (poisoned red-filled stars cover the
same area of the plot as clean green open stars). The latter affects both the performance on classes from past and
future tasks (poisoned red-filled dots are in the left-down direction from clean green-open dots). The reason behind
the above observation is that in JOINT case the model is trained on clean and poisoned classes at the same time, while
in CL sequence we train a model on isolated poisoned data without the access to clean samples from previously seen
classes.

2A) A poisoning singe task in CL sequence decreases performance not only on 7),, but also on past and future
tasks. As expected, the performance decrease is usually the biggest for the poisoned task (see 7}, columns in Table 2).
However, Table 2 presents further evidence for observation 1): there is almost no difference in accuracy for BEFORE
T, and AFTER T), in JOINT training (for rows 2-3 and 5-8 differences between CLEAN and poisoned training in
the parenthesis are close to 0), while there is a significant difference when poisoning CL sequence (for rows 10-11,
13-16 differences are negative). At the same time, we see that the relative performance drop is much bigger for tasks
before T, than after: overriding patterns to distinguish old classes without access to the data is a bigger problem than
struggles in learning new patterns in tasks after T},.

2B) BAIT attacks affect performance on tasks after 7}, stronger than BASE attacks. Figure 7 expands evidence
presented in Table 2 and show the effects of BASE and BAIT attacks with different corruptions on CIFAR100.
Interestingly, BAIT attacks are stronger than BASE while poisoning much less exemplars of T},. BASE attacks primarily
reduce accuracy on past tasks, affecting model stability, while BAIT attacks decrease performance on both past and
future tasks. We hypothesize that spurious correlations (*baits’) in 7}, data impair future task learning more than
single corruption-based data distribution shifts in BASE attacks.

3) MULTIBASE and MULTIBAIT attacks are less effective than their counterparts with single corruption. Com-
paring results for multi-corruption attacks and single corruption attacks in Table 2 we see a bigger performance de-
crease for the latter ones: impact of one corruption is stronger than multiple, when we poison constant number of
classes (with constant pcp). Results presented on Figure 8 support this observation. The bigger the number of used
corruptions, the smaller the poisoning effect on both past and future tasks.

4A) Adversary may use different corruption severities to adjust the attack strength. Figure 9a) shows relative
final accuracy drop for BAIT attack with image corruptions of different severity (see Figure 2). Corruptions with
severity equal to 1 are negligible and can be seen as augmentation. Therefore only accuracy of T}, is slightly affected.
However, increasing severity correlates with increasing performance drop on all tasks. Thus, corruption severity can
be seen as a kind of poisoning "adversarial budget’ for the attacker. Smaller severity means smaller performance drop,
but also smaller chance of poison detection.
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Figure 9: BAIT attack effect for different corruption severities (a) and % of poisoned data (b). (a) Accuracy
drop for past and future tasks correlates with image corruption severity. (b) Significant part of 7}, must be poisoned to
create an effective attack. Note that we report % of full training data for CIFAR100, 5% corresponds to fully poisoning
(pp = 100) half of classes in T}, (pcp = 50), which corresponds to strongest possible BAIT attack. Experimental setup:
CIFAR100, LWF, Resnet32.

4B) Significant part of 7, must be poisoned to create an effective attack. Our additional experiments show that
adversary must poison large fraction of samples in 7}, (Figure 9b)) to obtain a significant effect. Poisoning 4% of data
(i.e. 80% of exemplars in half of the classes in 7},) is much less effective than poisoning 5% (i.e. 100% of exemplars
in half of the classes in T},). This may be seen as an attack limitation (because the attacker cannot control the strength
of the attack by poisoning small part of the T}, data).

4.3 DEFENSE EVALUATION
We explore defense against STP attacks via these questions:

5. Is the defending party able to actively detect poisoning during learning task 7, based on the validation accu-
racy?

6. How effective is the proposed poison task detection?

We answer them with the following observations:

5) STP attacks obtain a reasonable validation accuracy on task 7,. An important characteristic of a successful
data poisoning attack is it stealthiness, that ensures the attack is not easy to spot during training on the T}, task. As the
data poisoning attacks usually impede the training, the most basic defense mechanism is to monitor the accuracy of the
classifier on a hold-out clean validation dataset representative to all classes. The defense against data poisoning attack
is more challenging in CL. With no access to previous tasks’ data the defender party can only monitor the accuracy
for the current task. Moreover, in realistic CL setup, the defender party does not have access to a clean validation
dataset: it is obtained by splitting the data from a new task into train and validation sets. Then, if the task is poisoned
with STP it affects also the validation set and the defender party cannot easily discover the attack only by monitoring
current task accuracy. Figure 10 supports these claims and show that the adversary obtains reasonable accuracy for
poisoned task for all attacks. Note, that the defender party is not able to tell beforehand what should be the accuracy
for an unknown task during CL training. While there is almost no difference between validation and test data in clean
data case, the difference is significant for poisoned validation set and clean test showing the data distribution change
caused by image corruptions. Note that clean test data is not available for the defender party during training and here
used only for evaluation purposes.

6A) Poison task detection using task vectors correctly identify most of the poisoned tasks. Defender party is
looking for a trade-off between the number of correctly detected attacks (True Positives) and false alarms when task
is not poisoned (False Positives). This trade-off is connected with angle threshold selection (see Figure 5). The
bigger the angle, the less false alarms, but also less correct attack detections. These trade-off can be presented on
Precision-Recall curve (see Figure 11). While selecting the threshold and further defense evaluation is discussed in
detail in the appendix A.2, we report results for the most straightforward approach taking the maximum clean angle
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Figure 11: Precision-Recall curve for our de-

calculated from one of the tasks from the beginning of CL sequence. For that threshold we obtain 92.3% for BASE and
86.2% of total accuracy for BAIT attacks (predicting correctly respectively 80% and 60% of attacks).

6B) BAIT attacks are harder to detect than BASE attacks. Results presented on Figure 11 confirm that BASE attacks
are easier to detect than BAIT. The main reason is that the latter poison only half of the classes in 7}, thus change in
T, data distribution is more difficult to detect.

Limitations In this work we present the STP framework to investigate and mitigate data poisoning threats in CL. It
is beneficial to start building defensive mechanisms from simplest possible setup, where adversary can poison only
one task in the sequence, but it comes with a cost. STP is useful when investigating memory-free CL methods, but
less with those using exemplars. In STP attack only one task can be poisoned, thus CL methods with memory have (a
non-realistic) guarantee during 7}, task that all stored previous samples are clean, which counter STP attack by making
it more similar to the case of joint training (see results in appendix A.1).

5 CONCLUSION

In this work, we propose Single-Task Poison (STP) to investigate data poisoning attacks in Continual Learning. In
contrast to previously proposed poisoning settings, in STP adversaries do not have knowledge and access to a model,
previous and future tasks data, having access only to a single task in the data stream. Our study demonstrates that even
within these stringent conditions adversaries can compromise model performance by poisoning data with basic image
corruptions. We show that STP attacks strongly disrupt the training: decrease the performance for the past tasks and
impede training on future tasks. Finally, we propose a high-level defense framework for CL and evaluate a poison task
detection method based on task vectors. Our research reveals CL vulnerabilities to data poisoning attacks and supports
further investigation of such threats to address security challenges present in continual learning with adequate defense
methods.
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6 APPENDIX

A ADDITIONAL EXPERIMENTS

A.1 EXTENDED INVESTIGATION OF STP ATTACKS
We state the following questions to further investigate STP attacks:

7. How plasticity-stability regularization affect the outcome of the attack? Which task in the sequence is the
easiest to poison?

8. How does connection between different severities of the corruption and different percentage of poisoned
exemplars (pp) affect STP attack strength?

9. Are STP attacks successful for a stream containing more complex images than those in CIFAR10/100?

10. Are STP attacks successful when using memory-based CL methods?

We answer them with the following observations:

7A) Regularization strength matters in STP attacks. Increasing the regularization in CL improves model perfor-
mance for past tasks. Thus, it should also affect the outcome of the STP attack. Figure 12 shows that increasing
regularization increase also the poisoning impact on past tasks, while undermines the impact of poisoning for future
tasks performance. The relative performance drop for past tasks increases from -3.1 at A = 1 to -7.1 at A = 10.
Conversely, for future tasks, the relative performance drop decreases from -12.6 at A = 1 to -7.4 at A = 10. This
result is consistent with the fact, that the ability to poison the model is connected with the plasticity of the model.
For indiscriminate attacks, the lower the plasticity, the lower is the data poisoning risk. In an extreme case, when the
plasticity is equal to zero (model is not updated, the weights are fixed), poisoning the data has no effect.

Tasks before Tp: clean  —#— Tasks before Tp: poisoned
Tasks after Tp: clean —> Tasks after Tp: poisoned
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Figure 12: Regularization strength matters in STP attack.The stronger regularization, the smaller is the impact of
poisoning for future tasks performance, while bigger for past tasks.

7B) Poisoning first task in a sequence has the most severe consequences. Figure 13 shows average accuracies for
5 tasks in CL split-CIFAR10 sequence with BAIT attacks on T},, where p €< 1,5 >. When changing the poisoned
task index p, we can observe that T}, is the most affected task, consistently with our previous claim in observation 2A.
Moreover, poisoning the first task in the sequence is far the most influential for further training: the model trained on
poisoned data from the start struggles to learn significant patterns later on. While interesting, the significance of this
fact is not crucial: the defender party has much bigger control on the first task or model initialization than any other
task in the sequence, so additional defensive mechanism can be used to eliminate this threat.

8) Poisoning a vast percentage of class exemplars is more important than corruption severity. Figure 14 is an
extension of Figure 9 presented in the main body of this work. It shows (in accordance to observations stated in 4))
that two conditions are necessary for a successful STP attack. Firstly, the corruption of the image itself cannot be
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Figure 13: Poisoning different tasks on CIFAR10: BAIT attack with gaussian blur corruption. Top left image is
LwF class incremental accuracy on clean data. Other plots have poisoned 7}, number marked with purple frame.

Table 3: Average accuracy when poisoning a single 7}, task in CL sequence. CLEAN row shows results of runs
without poisoning T, task, while black (BASE, BAIT, MULTIBASE, MULTIBAIT) rows show results for different attacks.
Difference between CLEAN and poisoned runs is shown in parentheses. We report accuracies after the poisoned task
(ACC AT POISONING TIME). Additionally, we report accuracies at the end of the full CL sequence (FINAL ACC)
to show the impact of poisoning for further training.

ATTACK METHOD DATASET P ACC AT POISONING TIME FINAL AccC

T, BEFORET, T, BEFORE T}, AFTER T}, TOTAL
CLEAN LWF TINY 4|75.8 39.8 47.3 23.0 65.9 41.3
BASE LWF TINY 4(43.5 (323 21.2 (-1s.6) 23.3 (2400 12.5 105y  58.6 (730 29.7 (-116)
BAIT LWF TINY 4|45.2 306 32.5 1.3 33.9 134 17.5¢s.5) 62.0 3.9 35.1 6.2
MULTIBASE LWF TINY 4(64.2 ci1.6) 39.1 0.9 41.3 600 21.9 1. 64.6 (13 39.4 1.9
MULTIBAIT LWF TINY 4|65.8 1000 39.8 (0.0 38.4 (59 21.6 149y 59267 36.9 (49

negligible. Very low severity does not disrupt the training (4A). Secondly, the vast percentage of T, must be poisoned
(4B). From those two conditions, the latter has greater significance. When poisoning >= 90% of class exemplars
in T}, performance decrease even with smaller severities of corruption. On the other hand, when less exemplars are
poisoned the accuracy drop is negligible even for the strongest severity considered.

9A) STP attacks are successful for streams with more complex images. To confirm that STP attacks pose a threat
also for more complex CL benchmarks, we conduct experiments on Split Tiny Imagenet. Table 3 shows similar results
to those presented in main part of this work (see Table 2): in terms of FINAL ACC, the most affected is accuracy
on poisoned task (7},), but there exists also significant drop for BEFORE T, and AFTER T, results. The results
further reinforce the evidence supporting the effectiveness of STP attacks and validate their impact on more complex
datasets beyond CIFAR-10/100.
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Figure 14: The impact of corruption severity and poisoned percentage of samples on STP attack performance.
Poisoning a vast percentage of class exemplars is more important than corruption severity. We report the average
accuracy for: T,,, BEFORE T,, and AFTER T, for BASE attack (a-c) and BAIT attack (d-f). Note that the % on y
axis is calculated as % of samples poisoned in the whole dataset and 10% means that all samples in 7}, are poisoned.

Table 4: Poison task detection for BASE attacks. P90 achieves the highest overall accuracy and the top F1 score.
THRESHOLD - statistic used to calculate o, ACC — total detection accuracy (on clean and poisoned tasks), CLEAN
— accuracy on clean tasks, ATTACK - accuracy on poisoned tasks, F1 — F1 score.

THRESHOLD ACC CLEAN ATTACK F1
MAX+IQR 93.8 100.0 80.0 0.86

MAX 92.3 97.8 80.0 0.86
P90 93.8 97.8 85.0 0.89
MAX-IQR 92.3 91.1 95.0 0.88
P75 84.6 80.0 95.0 0.79

9B) BASE attacks are stronger with increasing number of classes in 7}, and increasing classification complexity.
Table 3 shows strong performance drop for BASE attack. We attribute it to two following factors: 1) the number of
classes in T}, 2) total number of classes (i.e. classification task complexity). Regarding the TOTAL FINAL ACC, the
decreases become more pronounced as the number of classes and dataset complexity increase: -2.7 (with T}, having
two classes for CIFAR-10), -9.7 (with T}, having 10 classes for CIFAR-100), and -11.6 (with T}, having 20 classes for
Tiny ImageNet).

10) Performance on past and future tasks is not affected for STP attacks on memory-based CL methods. In
the Limitations section of this work, we note that the STP framework is effective for investigating memory-free CL
methods but less applicable to those utilizing exemplars. The STP framework restricts the adversary to poisoning
only a single task. When only one task is poisoned, CL methods with memory maintain an unrealistic guarantee that
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Table 5: Poison task detection for BAIT attacks. P90 achieves the highest overall accuracy and the top F1 score.
THRESHOLD - statistic used to calculate «v, ACC — total detection accuracy (on clean and poisoned tasks), CLEAN
— accuracy on clean tasks, ATTACK — accuracy on poisoned tasks, F1 — F1 score.

THRESHOLD ACC CLEAN ATTACK F1
MAX+IQR 75.4 100.0 20.0 0.10

MAX 86.2 97.8 60.0 0.73
P90 89.2 97.8 70.0 0.80
MAX-IQR 84.6 91.1 70.0 0.74
P75 80.0 80.0  80.0 0.71

Table 6: Average accuracy when poisoning a single 7}, task in CL sequence with memory buffer of 2000 exem-
plars. CLEAN rows show results of runs without poisoning T}, task, while black (BASE, BAIT) rows show results for
different attacks. Difference between CLEAN and poisoned runs is shown in parentheses. We report accuracies after
the poisoned task (ACC AT POISONING TIME). Additionally, we report accuracies at the end of the full CL sequence
(FINAL ACC) to show the impact of poisoning for further training.

ATTACK METHOD DATASET P ACC AT POISONING TIME FINAL Acc

T, BEFORET, T, BEFORE T}, AFTER T}, TOTAL
CLEAN FINETUNING CIFAR10 3 97.6 84.5 74.8 73.9 86.4 79.1
BASE FINETUNING CIFAR10 31]0.1 975 93 3.5 0.0 728y 74.7 08 86.9 05y 64.6 (-145)
BAIT FINETUNING CIFAR10 3{49.0 486y 87.2 21 35.2 (:39.6) 73.8¢0.1) 86.9 05y 71.3 (7.8
CLEAN FINETUNING CIFAR100 4(90.4 44.9 42.9 37.5 64.3 47.4
BASE FINETUNING CIFAR100 4(0.1 903y 56.9 (12.0 0.0 42990 38.1 (0.6) 64.7 04 40.6 6.8
BAIT FINETUNING CIFAR100 4{45.8 446y 50.2 5.3 20.5 22.4 37.8(0.3) 64.2 oy 43.7 3.7
CLEAN GDUMB CIFAR10 3'76.3 78.7 68.0 66.5 66.7 66.9
BASE GDUMB CIFAR10 30.7 7569 83.9 (5.3 0.9 c67.0 71.4 49 69.1 04 56.4 69
BAIT GDUMB CIFAR10 3|39.0 (373 80.7 2.0 34.4 (336) 68.823) 67.1 04 61.3¢s0)
CLEAN GDUMB CIFAR100 423.8 26.0 21.5 21.8 17.8 20.4
BASE GDUMB CIFAR100 4(0.2 236) 28.4 24 0.5¢c2100 23.002 19.5 a7 18.1 23
BAIT GDUMB CIFAR100 4{13.9 (990 27.3 13 12.1 99 22.9a.1n 17.9 0.y 19.5 0.9

all previous samples stored in the buffer are clean during the T}, task (since T}, is the only poisoned task). Intro-
ducing an additional buffer of clean samples undermines the concept of ’learning the task in isolation’ and mitigates
the STP attack, thereby creating a scenario more akin to joint training. Results for simple finetuning with buffer
and GDUMB (Prabhu et al. (2020)) presented in Table 6 confirm that (similarly to JOINT training) attack decrease
only performance on 7}, while there are no accuracy drops for BEFORE T, and AFTER T, results (numbers in
parenthesis are positive or close to zero).

Additional results for LwM. Table 7 presents STP attacks evaluation for additional data regualrization method —
LwM (Dhar et al. (2019)). These results are consistent with observations described in the main part of this work.

A.2 EXTENDED INVESTIGATION OF DEFENSE AGAINST STP ATTACKS.

The threshold value that determines whether a task is poisoned plays a crucial role in our method. We establish
this threshold by using a clean task at the beginning of the training sequence. In order to obtain a threshold value we
follow two simple steps: 1) We calculate the angle o (see Figure 5) on single clean task multiple times (using different
random seeds for initialization), 2) We use a statistic measure to consolidate multiple possible threshold values into
one «. Aggregated threshold value is then applied to all subsequent tasks in the stream to assess whether they are
poisoned. The choice of an appropriate threshold involves balancing the trade-off between correctly identifying attacks
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Table 7: Average accuracy when poisoning a single 7}, task in CL sequence. CLEAN rows show results of runs
without poisoning 7, task, while black (BASE, BAIT, MULTIBASE, MULTIBAIT) rows show results for different attacks.
Difference between CLEAN and poisoned runs is shown in parentheses. We report accuracies after the poisoned task
(ACC AT POISONING TIME). Additionally, we report accuracies at the end of the full CL sequence (FINAL ACC)
to show the impact of poisoning for further training.

ATTACK METHOD DATASET P ACC AT POISONING TIME FINAL Acc
T, BEFORET,, T, BEFORE T}, AFTER T,, TOTAL

CLEAN LWM CIFARI0O 3(67.8 71.0 51.4 62.6 62.8 60.4
BASE LWM CIFARI10 3|55.6 -122) 69.8 (-1.2 40.0 11.4) 58.2 (a9 64.5a7n 57.1 3.3
BAIT LWM CIFAR10 3(45.5 (223 50.5 (205 41.8 969 45.8 1689 50.2 1269 46.8 (-13.6)
CLEAN LWM CIFAR100 4(79.0 51.1 62.2 31.1 70.1 49.3
BASE LWM CIFAR100 4(64.4 146) 37.7 -13.49) 46.7 155 18.1 13,00 69.4 o 40.0 (9.3
BAIT LWM CIFAR100 4|52.3 267 40.7 -10.49) 45.1 17,1y 23.6 1.5 62.1 s.00 40.0 9.3
MULTIBASE LWM CIFARI100 4(36.6 424y 45.9 (:5.2) 28.6 (-33.6) 26.8 (-4.3) 65.2 499 39.9 9.4
MULTIBAIT LWM CIFAR100 4|54.5 (245 47.5 (3.6 47.2 1500 28.4 271y 65.7 a9y 44.0 (53
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Figure 15: Image corruptions used to create poisoned training samples. We use CIFAR-C set of image corruptions
to transform images of the poisoned task. We show clean image in the upper right corner for comparison. We present
corruptions with maximum severity (equal to 5).

(True Positives) and minimizing false alarms when a task is not poisoned (False Positives). In the following section,
we evaluate five different potential thresholds.

Evaluation of different threshold values We evaluate the following statistics to aggregate multiple o’ values into
single threshold a:

* MAX+IQR — We calculate Interquartile Range for o/ values and add it to maximum alpha’ value. This
threshold is optimized for the lowest number of False Positives (false alarms).

* MAX — maximum alpha’ value.

P90 — We calculate 90th percentile of alpha’ values.

¢ MAX-IQR — We calculate Interquartile Range for o’ values and subtract it from maximum alpha’ value.

* P75 — We calculate 75th percentile (Q3) of alpha’ values. This threshold is optimized for the highest number
of True Positives (detected attacks).

Tables 4 and 5 present the evaluation of the five proposed thresholds. The extreme options optimize performance
for either clean data (MAX+IQR) or poisoned data (P75). While the choice of threshold ultimately depends on the
specific needs of the defending party, metrics such as the F1 score can be used to achieve an appropriate balance
between Precision and Recall. In our experiments, which considered five possible thresholds, P90 yielded the highest
overall accuracy and the best F1 score, making it the most effective threshold among those evaluated.
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B EXPERIMENTAL SETUP DETAILS

General comments. We use FACIL framework (Masana et al. (2022)) to conduct CL experiments for all methods.
We report results averaged between five runs with different random seeds. All experiments and evaluations were
performed with Nvidia RTX A5000 GPUs.

Corruptions Figure 15 shows a set of CIFAR-C based corruptions used to poison data in this work. While CIFAR-
C dataset is usually used for test-time adaptation scenarios and thus benchmark consists of corrupted test data, we
use those predefined transformations to create corrupted images for training the poisoned task. For all results with
single poison reported in tables we use gaussian_blur corruption (see Figure 2). For attacks with higher number of
poisons (MULTIBASE and MULTIBAIT) we use five poisons: gaussian_blur, gaussian_noise, contrast, pizelate,
jpeg_compression. We show attacks using all kinds of corruptions (each as a single poison for BASE or BAIT attacks)
on Figure 7.

CL setup. For additional experiments on Tiny Imagenet we split data into six tasks, with 100 classes in the first task,
and 20 classes in each following task. Consequently, during our experiments poisoned task (7},) consist of 2 classes
for CIFAR10, ten classes for CIFAR100 and 20 classes for Tiny Imagenet.

Models. Resnet32 (used for CIFAR10/100 experiments) and Resnet18 (used for Tiny Imagenet experiments) imple-
mentations are taken from FACIL.

Additional parameters. We use lambda=10 (distillation loss parameter) for both LWM and LwF methods. For
additional experiments on LwM (see Table 7) we use additionally gamma=20 (attention loss parameter). We use data
augmentations from FeTrIL (Petit et al. (2023)).

Defense evaluation. Defense evaluation is done using CIFAR100 dataset. For threshold selection procedure we use
second task (to fulfill the requirement of task in the beginning of the stream with the same number of classes as
potential poisoned tasks). For poisoned tasks we use 4th task to be consistent with attack evaluation section. As clean
tasks we use all 10-class tasks from CIFAR100 splits using multiple random seeds.

C BROADEN IMPACT

Our research reveals CL vulnerabilities to data poisoning attacks. To address possible negative impact and minimize
the risk of misusing our work we investigate and discuss possible defensive measures. We also present a proposition
for defense framework for CL with poison task detection method. Finally, our investigations using STP framework
aim to facilitate closing a gap existing between the number of proposed attacks and defenses.
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