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Abstract. Watermarking has emerged as a promising solution to counter
harmful or deceptive AI-generated content by embedding hidden identi-
fiers that trace content origins. However, the robustness of current water-
marking techniques is still largely unexplored, raising critical questions
about their effectiveness against adversarial attacks. To address this gap,
we examine the robustness of model-specific watermarking, where water-
mark embedding is integrated with text-to-image generation in models
like latent diffusion models. We introduce three attack strategies: edge
prediction-based, box blurring, and fine-tuning-based attacks in a no-
box setting, where an attacker does not require access to the ground-
truth watermark decoder. Our findings reveal that while model-specific
watermarking is resilient against basic evasion attempts, such as edge
prediction, it is notably vulnerable to blurring and fine-tuning-based at-
tacks. Our best-performing attack achieves a reduction in watermark
detection accuracy to approximately 47.92%. Additionally, we perform
an ablation study on factors like message length, kernel size and decoder
depth, identifying critical parameters influencing the fine-tuning attack’s
success. Finally, we assess several advanced watermarking defenses, find-
ing that even the most robust methods, such as multi-label smoothing,
result in watermark extraction accuracy that falls below an acceptable
level when subjected to our no-box attacks.

1 Introduction

Although generative AI holds the potential to boost efficiency and tackle ca-
pacity limits, it also raises critical questions about human creativity, originality,
and copyright [5, 26]. Distinguishing AI-generated content (AIGC) from human-
generated content is increasingly difficult, complicating copyright issues, espe-
cially as misuse of models like Stable Diffusion [22] on social media leads to fake
images and face-swapping of celebrities. To counter such misuse, watermarking
techniques [30, 27] enable the traceability of AIGC by embedding identifiable
marks. These watermarks, created by a pre-trained encoder and detected by
a corresponding decoder, verify an image’s origin by embedding and later rec-
ognizing predefined watermarks. Most watermarking approaches [8] rely on an
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autoencoder structure with encoder and decoder models and can be divided into
model-specific and data-specific techniques. Model-specific methods [3, 28] inte-
grate the encoder directly into the generative model, producing watermarked
images during inference without additional processing. Data-specific methods
[32, 25] apply the watermark after generation, keeping the encoder separate from
the generative model.

Despite their potential, watermarking techniques are vulnerable to adver-
sarial attacks. Simple evasion methods, such as cropping, rotation, or brightness
adjustment [1], reduce watermark visibility but often introduce noticeable image
alterations, limiting their real-world applicability. More sophisticated attacks,
often performed in a white-box setting, leverage full access to the watermark
decoder. For example, methods proposed by Jiang et al. [10] and Lukas et al.
[17] use gradient information to evade the detection. However, white-box attacks
are rarely feasible in practice due to strict access restrictions on proprietary wa-
termarking decoders. To address this, black-box attacks are proposed with the
attempt to circumvent these access restrictions; however, they come with their
own set of limitations. For instance, Jiang et al.’s HopSkipJump [2] method re-
quires frequent queries to the decoder, which undermines stealth by creating
identifiable patterns of activity that could be flagged as suspicious. Kassis et
al.’s spectral optimization method [11] is another black-box approach that can
effectively remove watermarks; however, it often causes slight visual degrada-
tion, reducing the overall quality and authenticity of the image. In conclusion,
existing approaches have limitations due to their reliance on varying degrees
of decoder access. None of these methods address a no-box setting, where wa-
termark removal could be achieved without any dependence on decoder access,
highlighting a gap in practical and minimally invasive solutions for bypassing
watermarks in generative models.

This paper examines the robustness of model-specific text-to-image water-
marking techniques in a no-box setting, where attackers have no access to the
watermark decoder. We propose three attacks aimed at removing watermarks
while preserving image quality, assessing watermark resilience under these real-
world constraints. First, we introduce an edge-based attack that manipulates im-
age edges to disrupt watermarks, which cannot remove the watermark without
damaging the quality of the target image. Next, we develop a blurring technique
that applies box blurring to remove the watermark, followed by deblurring to
restore image quality, achieving a watermark detection accuracy of around 0.5
while maintaining visual fidelity. Finally, we explore a fine-tuning attack, lever-
aging the widespread practice of fine-tuning generative models for custom appli-
cations (e.g., specialized fields or unique styles). This approach modifies model
weights using a surrogate watermark decoder, effectively erasing watermarks
with no noticeable loss in image quality. Unlike previous research, which often
depends on a white-box setting (with full decoder access) or a black-box setting
(with query-based decoder access), our approach introduces a novel framework
that completely removes reliance on the decoder. Through this no-box analy-
sis, we evaluate the effectiveness of each attack method and provide insights
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into the inherent vulnerabilities of model-specific watermarking, contributing a
new perspective to watermark resilience research in generative AI systems. Our
contributions are as follows:

– We propose and implement three distinct attack strategies: edge-based, box
blurring, and fine-tuning, to systematically assess the robustness of genera-
tive watermarking techniques in a no-box setting.

– Through extensive experiments, we show that while current watermarking
methods withstand simple edge-based attacks, they exhibit significant vul-
nerabilities to box blurring and fine-tuning, resulting in a marked drop in
watermark bit accuracy to 47.92%.

– We evaluate three recently proposed defense methods aimed at enhancing
watermark robustness, finding that although they mitigate some attack im-
pact, watermark extraction accuracy still falls below an acceptable threshold,
underscoring the effectiveness of our no-box attacks.

2 Related Works

In this section, we review the existing watermark techniques and attacks on the
generative text-to-image models.

2.1 Watermarking Techniques on Text-to-image Models

To protect copyright for images generated from text-to-image models, invisible
watermarks can be embedded using autoencoder networks, where an encoder
embeds a watermark and a decoder later extracts it. Watermarking methods
are either model-specific or data-specific, depending on whether the encoder is
integrated with the generative model. In model-specific methods [16, 19], the
encoder is needed only during training, and the watermarks are embedded di-
rectly into the images at inference. A pioneering approach using this method
was proposed by Fernández et al. [3], who integrated the encoder into the state-
of-the-art text-to-image model, Stable Diffusion. Inspired by this work, Xiong
et al. [28] designed an improved network capable of embedding a flexible, user-
assigned message into each generated image, rather than generating images with
the same watermark once the diffusion model is fine-tuned. This improvement
was achieved by appending additional modules to the original diffusion model,
enabling the embedding of messages during the generation process.

In data-specific methods [18, 15], the encoder is not integrated into the gener-
ative model itself. Instead, an original image is first generated by a clean genera-
tor and then watermarked by a pre-trained encoder [12]. Zhu et al. [32] pioneered
this approach with their HiDDeN framework, which watermarks images using a
convolutional neural network (CNN) to construct the encoder and decoder. In
their method, original images and messages are input into the encoder, followed
by the addition of a special noise layer to simulate real-world image distortions,
such as Gaussian noise, cropping, and JPEG compression. The decoder is then
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trained together with the encoder by optimizing an image reconstruction loss.
Despite its effectiveness, HiDDeN’s generalization ability remains limited. To
address this limitation, Zeng et al. [29] proposed a method to inject a univer-
sal adversarial signature into generated images by training a universal signature
injector against a binary signature classifier adversarially.

2.2 Malicious Attacks on Image Watermarking

To target and corrupt the latent watermarks injected into images, numerous at-
tacking methods have been proposed. These methods can be broadly categorized
into post-processing methods and learning-based methods. In post-processing
methods, images are manipulated directly in the pixel space. For instance, as
demonstrated in [1], attackers can perform actions such as rotation, resized crop-
ping, erasing parts of the images, or altering the brightness and contrast. They
can also apply Gaussian blur or noise and perform JPEG compression on the
target image. The rationale is that since the watermark is embedded in the pixel
space, degrading the image quality through these manipulations will also corrupt
the embedded watermark. Additionally, since most current generative models,
such as those based on diffusion models, generate images in the latent space
using U-Net and VAE models, attacks can also be designed to modify the latent
features. For example, [31] proposed adding noise to the latent representations
used to generate images. This approach aims to invalidate the hidden watermark
while preserving the quality of the generated images.

In learning-based methods, attackers build additional modules to evade wa-
termark decoders. For instance, Jiang et al. [10] proposed WEvade, which can
successfully attack model-specific watermark techniques with dual-tail decoders
in both white-box and black-box settings. In the white-box setting, the decoder
is accessible to the attacker, allowing them to obtain gradients of any input. This
enables the construction of evasion attacks. Given a watermarked image, attack-
ers can input it into the decoder and use an assigned fake message to guide
modifications to the image. In the more challenging black-box setting, where
the decoder is not accessible to attackers, Jiang et al. first designed a surrogate
model-based method. Here, a surrogate decoder is trained to simulate the tar-
get decoder. However, due to potential differences between the two decoders,
the attack performance might be suboptimal. To address this, they proposed
a query-based method using a state-of-the-art hard label query-based adver-
sarial approach called HopSkipJump. This approach evades the target decoder
with limited query access. Building on this work, Hu et al. [7] improved attack
performance in the black-box setting by employing transfer attack techniques.
Specifically, they built multiple surrogate decoders and manipulated a target wa-
termarked image to evade all these decoders simultaneously. With a sufficiently
large number of surrogate decoders, the overlap between these decoders and the
target decoder enhances attack performance. Additionally, Lukas et al. [17] ad-
dressed the problem in a white-box setting by applying a differentiable surrogate
key to facilitate the attack.
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Fig. 1: Watermark (WM) generation and attack scenarios

3 Our Attacks on Watermarks

In this section, we present three attack methods under a no-box setting, aiming at
compromising the security of watermarked images: edge prediction, box blurring,
and fine-tuning. We begin by outlining the threat model that underpins these
attacks, followed by a formal definition of the watermark disruption problem.
Each attack is then described in detail, highlighting its specific approach to
removing or obscuring the watermark.

3.1 Threat Model

In our attack scenario, as shown in Fig. 1, text-to-image generators provided by
model vendors are equipped with watermarking techniques to ensure content au-
thenticity. We focus specifically on model-specific watermarking methods, where
watermark encoders are integrated into the generators, as they offer a subtle way
to authenticate images and are more straightforward for users to implement. In a
learning-as-a-service (LAAS) scenario, these generators create watermarked im-
ages by processing text prompts, which describe the image content, along with
a binary watermark string that is embedded within the generated images to
confirm authenticity. The embedded watermarks can be extracted as multi-bit
binary messages to verify the image’s legitimacy.

Regarding adversaries, they are assumed to have a foundational understand-
ing of the watermarked text-to-image generator’s capabilities, including aware-
ness that the generator embeds watermarks using proprietary techniques. These
adversaries can fine-tune the generator with their own surrogate watermark de-
coder. They possess access to a fine-tuning dataset, as well as the generator’s
weights, gradients, and necessary computational resources. However, attackers
are restricted to operating in a no-box setting. Specifically, they have no access
to the groundtruth decoder employed by the generator’s owner (referred to as
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the target decoder). These components are treated as fully opaque, meaning
attackers lack any knowledge of their internal structure, such as layer count,
configuration details, or specific design features, and cannot interact with them
directly in any way. Furthermore, the exact bit length and content of the em-
bedded watermark messages remain confidential, further obscuring the water-
marking mechanism from the adversary. This no-box setting presents significant
challenges for watermark removal, as attackers must rely solely on manipulating
the generator or external image manipulation without access to or feedback from
the proprietary decoder, making the removal process indirect and substantially
more difficult.

3.2 Problem Formulation

Consider an input prompt s = {w1, w2, · · · , wn}, which consists of n words, and
let G(·) represent the image generation model. The image generation process
can be formalized as:

I = G(s, r, st; θG), (1)

where I is the generated image, r is a random seed controlling stochastic varia-
tions in the output, st denotes the number of denoising steps, and θG represents
the parameters of the generator G(·).

Given that the generator has successfully embedded a watermark, the gen-
erated image I must meet the following requirement:

Sim(m, m̄) > λ, (2)
m̄ = Dec(I; θD). (3)

Here, Dec(·) is the watermark decoder that extracts the embedded message m̄
from the generated image I. The parameters of the decoder are represented by
θD, and m is the intended message that the generator should embed within I.
For the image to be verified as produced by this generator G(·), the similarity
Sim(m, m̄) between the decoded message m̄ and the original message m must
exceed a threshold λ.

The attacker’s goal is to prevent the generated image I from being recognized
as AIGC. To accomplish this, the attacker is allowed to modify both the image
I and the generator G(·) as long as the new output image Î appears visually
unchanged from I. Drawing on the insights from [10], instead of reducing the
similarity Sim(m, m̂) to zero, a more effective approach is to adjust it to ap-
proximate 0.5. This strategy reduces the likelihood of detection, even in cases
of double-sided verification. The attacker’s objective function can therefore be
defined as follows:

|Sim(m, m̂)− 0.5| < λ̂,

m̂ = Dec(Î; θD),

Î = G(s, r, st; θ̂G),

(4)
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Fig. 2: An example of the comparison between an original image and its corre-
sponding watermarked image, as well as an illustration of our edge prediction
attack.

where Î and θ̂G represent the altered image and modified generator weights, re-
spectively, and λ̂ is a predefined threshold that constrains the similarity between
the new message m̂ and the original message m.

3.3 Edge Prediction-based Attacks

As illustrated in Fig. 2, the visual difference between watermarked and unwater-
marked images is almost imperceptible, and there are subtle alterations near the
edges. Based on this observation, we propose an edge-based prediction method
that specifically targets these areas. The method first identifies the edges in the
watermarked image and then introduces noise into those regions. Formally, given
a watermarked image I, the attack proceeds as follows:

e = Edge(I),

µ = ϵ · 1(e), ϵ ∼ N (0, 1),

Î = I + µ,

(5)

where Edge(·) is an edge prediction algorithm, e.g., Sobel [4] and 1(·) is an
indicator function that outputs a binary mask corresponding to the detected
edges. The noise ϵ, drawn from a standard normal distribution N (0, 1), is applied
to the edge areas to perturb the watermark while minimizing noticeable artifacts
in the rest of the image.



8 X. Wu et al.

Fig. 3: Fine-tune-based attack against watermark detection.

3.4 Blurring Attacks

Building on the observation that watermarks are often embedded in the edge
areas of images, we propose a second method for removing the watermark by
modifying these regions. To achieve this, we apply the box blurring technique,
a simple yet effective method in image processing for smoothing images and
reducing fine scale details. Box blurring works by averaging the pixel values in
the local neighborhood of a target pixel. In box blurring, all pixels within the
neighborhood have equal weight, resulting in a uniform blurring effect across the
region. The box blur kernel for an image is a square matrix of size n× n, where
n is a positive integer that determines the extent of the blur (larger n results in
more blur). Each element h(i, j) of the box blur kernel H is defined as:

h(i, j) =
1

n2
, for i, j = 0, 1, · · · , n− 1. (6)

When applying the box blur to an image I(x, y), the blurred image B(x, y)
is calculated through a convolution operation with a normalized average over an
n× n neighborhood:

B(x, y) =

n−1∑
i=0

n−1∑
j=0

I
(
x+ i− ⌊n/2⌋, y + j − ⌊n/2⌋

)
× h(i, j). (7)

Since h(i, j) = 1
n2 for all (i, j) within the kernel, the formula simplifies to:
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B(x, y) =
1

n2

n−1∑
i=0

n−1∑
j=0

I
(
x+ i− ⌊n/2⌋, y + j − ⌊n/2⌋

)
. (8)

After blurring, we apply FFTformer [13], a recent deblurring technique, to
recover the image’s original details. FFTformer uses a Discriminative Frequency
Domain-based Feedforward Network (DFFN) with a gated mechanism inspired
by the Joint Photographic Experts Group (JPEG) compression to selectively re-
tain essential low- and high-frequency features, effectively restoring image clarity
and fine details.

3.5 Fine-tune-based Attacks

The third approach is to manipulate the generator itself to produce unwater-
marked images that retain original features. In model-specific watermarking,
pre-trained generators are fine-tuned with a watermark decoder to embed spe-
cific messages. Successful watermarking occurs when the decoder accurately re-
trieves this embedded message. To bypass this, as shown in Fig. 3, we propose
fine-tuning the generator with an unrelated message so that the decoder retrieves
this new message instead, effectively neutralizing the original watermark. This
fine-tuning attack targets pre-watermarked models, not unaltered ones. Specifi-
cally, this fine-tune-based attack can be described as follows:

min
θG

;
∣∣FDec

(
G(s, r, st; θG); θD

)
− m̂

∣∣
2
, s.t. m̂ ̸= m0, (9)

where m0 and m̂ represent the original assigned watermark message and the
adversarial message that the generator is fine-tuned to embed. Here, FDec(·)
denotes a fake decoder pre-trained by the attacker to approximate the target’s
actual watermark decoder, which is typically unknown. The success of this attack
depends mainly on two factors: The selection of the new adversarial message m̂
and the accuracy of FDec(·) in replicating the original decoder’s behavior. A
well-constructed FDec(·) increases the likelihood of embedding m̂ effectively and
evading the original watermark detection.

4 Experiments

In this section, we start by describing the dataset used to pre-train the decoder,
as well as to fine-tune the generator. We then outline the metrics used to evaluate
the effectiveness of our attack methods. Finally, we analyze the performance of
the three proposed attack methods, including results from ablation studies to
assess the contribution of each approach and evaluate the attack performance in
the presence of defense mechanisms.
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4.1 Experimental Setup

Datasets. We use the Common Objects in Context (COCO) dataset to pre-
train the decoder following the approach in [3]. The COCO dataset, introduced
by Lin et al. [14], is extensively used in tasks such as object detection, segmenta-
tion, and captioning. It contains over 330,000 images, including 200,000 labeled
images across 80 object categories, with detailed annotations for segmentation,
object labels, and contextual relationships. For our experiments, we randomly
select approximately 500 images from COCO to fine-tune the generator.

Evaluation Metrics. We evaluate our attack performance using bit accu-
racy (Acc), Inception Score (IS), Fréchet Inception Distance (FID), and Con-
trastive Language–Image Pre-training embedding similarity (CLIP). Bit Ac-
curacy (Acc) measures the similarity between the decoded message and the
ground-truth message, as outlined in [10]. Specifically, it is used to measure
the similarity between two binary sequences, i.e., output message m̂ from the
decoder and a ground-truth message m. It is calculated as:

acc = 1− diff(m̂,m)

len(m)
, (10)

where diff(m̂,m) is the number of different bits between m̂ and m. As illus-
trated in [10], only if the bit accuracy is approximately 0.5, the image be consid-
ered unwatermarked. Otherwise, it should be identified as a watermarked image.
Here, the attacker’s goal is to force the bit accuracy of the modified images to
be between 0.23 and 0.77. Inception Score (IS) [23] assesses image quality
and diversity, using a pre-trained Inception V3 model to measure the entropy of
predicted class labels, where a higher score reflects greater realism and diversity
in generated images. Fréchet Inception Distance (FID) [6] compares the
distribution of generated images to real images, using feature statistics (mean
and covariance) extracted from Inception V3 [24]. Lower FID scores indicate that
the generated images more closely resemble real images in quality. Finally, Con-
trastive Language–Image Pretraining (CLIP) [20] evaluates the semantic
consistency between two images by computing the cosine similarity of their em-
beddings extracted from a pre-trained CLIP model. Higher scores indicate that
the two images share more similar high level semantic content.

Implementation Details. We build the generator by using the Stable Diffusion
model [21] and the watermark decoder with HiDDen [32]. Specifically, stable
diffusion models are applied with the Hugging Face APIs to generate images with
pre-trained weights. Here, the settings of the image generation, like the number
of inference step and random seed, can be set up manually. We apply Adam as
the optimizer with a learning rate of 0.02 to pre-train the watermark decoder and
0.0005 to fine-tune the generator. The implementation of the proposed attacks
is conducted on PyTorch over RTX A6000 platform. We construct the paired
dataset used in section 3.3 by inputting different prompts into the stable diffusion
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Fig. 4: Examples of blurred and deblurred images with varying kernel sizes (‘KS’
denotes kernel size).

model. To be specific, we use 10 prompts, 10 random seeds, and 10 inference
steps on both unwatermarked and watermarked models, respectively, resulting
in 1, 000 pairs of unwatermarked and watermarked images. For each pair, since
two images are generated with the same prompt, random seed, and inference
step, they are visually similar. However, the watermark decoder has the ability
to classify them by decoding different message from them.

4.2 Evaluation Results

Performance of Edge Prediction-based Attacks. We evaluate edge predic-
tion attacks based on the observation that watermarked images visually resem-
ble their original counterparts. As shown in Fig. 2, by applying edge detection
techniques, such as the Sobel operator [4], we can extract the edges from a wa-
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(a) Bit accuracy (b) IS

(c) FID (d) CLIP

Fig. 5: Bit accuracy, IS, FID, and CLIP embedding similarity for different blur-
ring kernel sizes.

termarked image to generate a grayscale edge map. This map highlights the
locations where edges occur in the image, allowing us to selectively introduce
noise, such as Gaussian noise, into these regions. Despite the precision of edge
detection, our results show that this attack method does not successfully remove
the watermark. The manipulated images either retain a high bit accuracy, close
to 1.0, indicating that the watermark remains intact, or they become visibly
distorted, deviating significantly from the original image. These outcomes re-
veal that the edge-based injected noise fails to disrupt the watermark effectively
without compromising the visual quality of the image.

Performance of Box Blurring Attacks. To assess the effectiveness of our
box blurring attacks, we evaluated both blurred and deblurred images using
quantitative and qualitative measures. As shown in Figure 4, we provide several
examples of blurred and deblurred images under different kernel sizes. Visually,
we observe that as the kernel size increases, both blurred and deblurred images
become increasingly unclear, indicating that larger kernel sizes result in more
pronounced blurring effects. When the kernel size is relatively small, i.e., less
than 6, the output images still closely resemble the originals. To further evaluate
the effectiveness of our attack on watermark detection and image quality, we
calculate the average bit accuracy, IS score, FID, and CLIP across 20 blurred
and deblurred images. The results are shown in Figs. 5a, 5b, 5c, and 5d. The bit
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Table 1: Comparison of bit accuracy, Fid, IS, and CLIP embedding similarity
for different blurring methods. The row denoted as "box (k=9)" represents the
results of our proposed box blurring attack method when setting the kernel size
as 9.

Image Type Blur Method Acc Fid IS CLIP

Blurred

8x8 0.4448 466.59 2.31 ± 0.23 0.530
16x16 0.4823 421.29 5.53 ± 1.03 0.550
32x32 0.4781 409.99 7.36 ± 0.27 0.566
motion 0.6031 84.94 6.95 ± 0.18 0.633
gaussian 0.6271 54.49 6.39 ± 0.21 0.641

box (k=9) 0.3792 99.61 6.55 ± 0.33 0.636

Deblurred

8x8 0.4480 468.50 2.33 ± 0.19 0.529
16x16 0.4844 423.54 5.54 ± 1.04 0.549
32x32 0.4823 410.64 7.40 ± 0.25 0.566
motion 0.8177 31.23 6.19 ± 0.07 0.632
gaussian 0.6802 40.53 5.96 ± 0.07 0.640

box (k=9) 0.4906 78.33 6.00 ± 0.22 0.635

accuracy of both blurred and deblurred image sets follows a decreasing trend as
the kernel size grows, demonstrating that larger kernels lead to more effective
attacks. Notably, the accuracy of deblurred images consistently surpasses that
of blurred images, revealing that deblurring not only enhances image quality but
also aids in recovering the embedded watermarks. For the IS and FID scores,
we observe that while deblurred images exhibit a lower FID, indicating better
alignment with real images, their IS score is also lower, suggesting a decline in
image quality or diversity. This discrepancy arises because FID measures global
similarity, while IS evaluates distinctiveness and clarity. In other words, while
deblurring improves the global structure (reflected in the lower FID), it may
introduce artifacts that degrade the clarity and distinctiveness of the images,
resulting in a lower IS score. For the CLIP embedding similarity, the reduced
value indicates a slight semantic loss introduced by the blurring and deblurring
processes compared to the original images.

To evaluate the effectiveness of different blurring techniques in disrupting
watermark detection, we conduct an ablation study comparing our proposed
box blurring method against four commonly used alternatives. Specifically, we
include resize-based methods, where images are downsampled to 8×8, 16×16,
or 32×32 and then upsampled back to the original resolution, as well as mo-
tion blur and Gaussian blur. As shown in Table 1, resize-based methods achieve
relatively low bit accuracy (e.g., 0.4448 for 8×8), which indicates a more suc-
cessful watermark removal attack, as a bit accuracy closer to 0.5 suggests the
watermark cannot be reliably extracted. However, this performance comes at
the expense of severe image quality degradation, reflected by significantly lower
Inception Scores (IS) and higher Fréchet Inception Distances (FID). Conversely,
motion and Gaussian blur preserve image quality much better (e.g., FID of 84.94
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and 54.49, respectively), but their higher bit accuracy (0.6031 and 0.6271) indi-
cates that the watermark remains more detectable, thus making the attack less
effective.

In contrast, our proposed box blurring method achieves a better trade-off
between attack success and image fidelity. It records the lowest bit accuracy
(0.3792 in the blurred case), indicating the most effective disruption of water-
mark detection, while still maintaining competitive image quality (IS of 6.55
and FID of 99.61). This favorable balance persists after deblurring, where our
method continues to show superior performance with a bit accuracy of 0.4906
and strong visual quality. Additionally, CLIP embedding similarity confirms that
our method preserves semantic content on par with motion and Gaussian blur.
Overall, these results demonstrate that box blurring offers a compelling balance
between weakening watermark detection and maintaining visual and semantic
integrity, making it a highly effective attack strategy.

Performance of Fine-tune-based Attacks. The fine-tune-based attack cor-
rupts the watermark by fine-tuning the generator again to embed a different
watermark in the generated images, thereby preventing the target decoder from
correctly identifying the original message. Since the attacker does not have access
to the original embedded message, we begin by analyzing how varying the length
of the new message affects the success of the attack. Starting with a default mes-
sage length of 48 bits, we test lengths of 32, 36, 40, 44, 48, 52, 56, 60, and 64
bits, covering cases where the attack message is shorter, equal to, or longer than
the default. For each message length, we generate 10 random attack messages
and calculate the average bit accuracy. As shown in Table 2, shorter attack mes-
sages, particularly those of 32 bits, achieve the lowest bit accuracy (64.79%),
while messages closer to the default length of 48 bits yield moderate accuracy
(67.92%). For longer messages (52–64 bits), bit accuracy increases, suggesting
a less effective attack, despite improved image quality (lower FID scores). This
indicates that while longer messages may enhance image quality, they do not
significantly improve the attack’s ability to bypass watermark detection.

We next evaluate the impact of the watermark decoder’s depth on the success
of the attack, considering that the exact architecture of the target decoder is
unknown to the attackers. The groundtruth target decoder used in the system
has a depth of 8. To explore how variations in depth influence the attack, we test
surrogate decoders with smaller and larger depths and report the results in Table
3. The findings indicate that the attack is only successful when the attacker’s
decoder closely matches the depth of the target decoder. Both underfitting (using
a shallower decoder) and overfitting (using a deeper decoder) fail to provide
any meaningful advantage in evading the watermark. This suggests that the
attack’s success heavily relies on the attacker’s ability to approximate the correct
model capacity of the watermark decoder. Matching the complexity of the target
decoder is critical, as deviations whether too simple or too complex, do not
enhance the attack’s performance.
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Table 2: Comparison of Bit Accuracy, IS, FID, and CLIP embedding similarity
across different fine-tuned message lengths. Class: Multi-Class Smoothing, Label:
Multi-Label Smoothing, Regression: Regression Smoothing. The bit length of the
ground truth message is equal to 48.

#Bit Acc IS FID CLIP Class Label Regression
32 0.6479 4.91 ± 0.08 41.81 0.618 0.6750 0.6708 0.6760
36 0.8542 4.95 ± 0.04 38.48 0.620 0.9167 0.9229 0.9187
40 0.6521 4.94 ± 0.05 56.85 0.611 0.6531 0.6646 0.6531
44 0.7083 4.82 ± 0.17 46.69 0.622 0.7563 0.7625 0.7573
48 0.6792 4.85 ± 0.14 42.98 0.620 0.6865 0.6896 0.6865
52 0.7667 4.87 ± 0.12 12.65 0.630 0.7917 0.7896 0.7937
56 0.7250 4.88 ± 0.11 15.72 0.626 0.7260 0.7292 0.7219
60 0.7292 4.85 ± 0.14 15.00 0.632 0.7583 0.7625 0.7563
64 0.7438 4.83 ± 0.16 14.27 0.632 0.8104 0.8313 0.8104

Table 3: Bit accuracy, IS, FID and CLIP embedding similarity under different
decoder depths. The depth of the ground-truth decoder is 8.

Depth Acc IS FID CLIP
4 0.8938 4.87 ± 0.12 13.99 0.633
6 0.7937 4.89 ± 0.10 14.07 0.631
8 0.6792 4.85 ± 0.14 42.98 0.620
10 0.6375 4.83 ± 0.16 42.92 0.616
12 0.7369 4.92 ± 0.07 23.77 0.625

Defenses. The vulnerability of model-specific text-to-image watermarking tech-
niques to malicious attacks was demonstrated without the implementation of
any defense mechanisms. Now, we consider three novel defense methods recently
proposed by Z. Jiang et al. [9] for the text-to-image model. Specifically, after gen-
erating the watermarked image, we introduce N instances of random box noise
to create N slightly perturbed images. These perturbed images are then fed
into the watermark decoder, resulting in N watermark messages. Subsequently,
three distinct smoothing methods are applied to aggregate these messages and
compute the final accuracy for each image: (1) Multi-Class Smoothing, which
uses a majority vote for each bit; (2) Multi-Label Smoothing, which counts the
occurrences of each bit as one and sets bits with higher counts to one, and the
rest to zero; and (3) Regression Smoothing, which calculates bit accuracy for
each message and selects the median.

We assess the robustness of the model with these defense methods against
box blurring and fine-tune-based attacks. For box blurring attacks, as shown in
Figure 6, Multi-Label Smoothing improves bit accuracy for the original images,
while Multi-Class Smoothing and Regression Smoothing show slight declines. For
blurred and deblurred images, the accuracy across all three methods decreases
when the kernel size is below eight but improves with larger kernels, suggesting
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Fig. 6: Comparison among the accuracy of the original images, blurred images,
and deblurred images under different blurring kernel sizes.

better error correction at higher kernel sizes. In the case of fine-tuning-based
attacks (columns 5-7 of Table 2), Multi-Label Smoothing consistently yields the
most significant improvements in bit accuracy across different message lengths,
with enhancements up to 0.0875 (from 0.7438 to 0.8313). This indicates that
Multi-Label Smoothing is particularly effective for improving robustness, likely
due to its sensitivity to bit frequency patterns. While Multi-Class Smoothing and
Regression Smoothing also show improvements, Multi-Label Smoothing emerges
as the most effective defense in countering adversarial changes during fine-tuning
scenarios. However, the accuracy of all three defenses remains below the accept-
able threshold in most cases, ranging from 0.27 to 0.73. This suggests that our
proposed attacks remain effective even against the latest defense techniques.

5 Conclusion

In this paper, we conducted an advanced investigation into the robustness of
text-to-image watermarking techniques, focusing on a no-box setting where at-
tackers operate without any access to the groundtruth watermark decoder. We
introduced three novel attack strategies: edge-prediction-based, box blurring,
and fine-tuning attacks. Our findings revealed that, while existing watermarking
methods demonstrate some resilience to basic evasion techniques, they are par-
ticularly susceptible to more advanced attacks like box blurring and fine-tuning,
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even without decoder queries or access. To counteract these vulnerabilities, we
evaluated three state-of-the-art defenses aimed at improving watermark robust-
ness. While Multi-Label Smoothing demonstrated the strongest resilience, its ef-
fectiveness remained below an acceptable threshold. This highlights the strength
of our proposed no-box attacks, which continue to be effective even against state-
of-the-art defenses. As text-to-image models like Stable Diffusion gain popularity
for their openness and adaptability through fine-tuning, our study reveals a crit-
ical and growing threat to watermarking security. These findings emphasize the
urgent need for more effective defenses to safeguard AIGC from increasingly
sophisticated attacks.

References
1. An, B., Ding, M., Rabbani, T., Agrawal, A., Xu, Y., Deng, C., Zhu, S., Mohamed,

A., Wen, Y., Goldstein, T., et al.: Benchmarking the robustness of image water-
marks. arXiv preprint arXiv:2401.08573 (2024)

2. Chen, J., Jordan, M.I., Wainwright, M.J.: Hopskipjumpattack: A query-efficient
decision-based attack. In: 2020 ieee symposium on security and privacy (sp). pp.
1277–1294. IEEE (2020)

3. Fernandez, P., Couairon, G., Jégou, H., Douze, M., Furon, T.: The stable signature:
Rooting watermarks in latent diffusion models. In: Proceedings of the IEEE/CVF
International Conference on Computer Vision. pp. 22466–22477 (2023)

4. Gao, W., Zhang, X., Yang, L., Liu, H.: An improved sobel edge detection. In:
2010 3rd International conference on computer science and information technology.
vol. 5, pp. 67–71. IEEE (2010)

5. Guzik, E.E., Byrge, C., Gilde, C.: The originality of machines: Ai takes the torrance
test. Journal of Creativity 33(3), 100065 (2023)

6. Heusel, M., Ramsauer, H., Unterthiner, T., Nessler, B., Hochreiter, S.: Gans trained
by a two time-scale update rule converge to a local nash equilibrium. Advances in
neural information processing systems 30 (2017)

7. Hu, Y., Jiang, Z., Guo, M., Gong, N.: A transfer attack to image watermarks.
arXiv preprint arXiv:2403.15365 (2024)

8. Jiang, Z., Guo, M., Hu, Y., Gong, N.Z.: Watermark-based detection and attribution
of ai-generated content. arXiv preprint arXiv:2404.04254 (2024)

9. Jiang, Z., Guo, M., Hu, Y., Jia, J., Gong, N.Z.: Certifiably robust image watermark.
In: European Conference on Computer Vision. pp. 427–443. Springer (2024)

10. Jiang, Z., Zhang, J., Gong, N.Z.: Evading watermark based detection of ai-
generated content. In: Proceedings of the 2023 ACM SIGSAC Conference on Com-
puter and Communications Security. pp. 1168–1181 (2023)

11. Kassis, A., Hengartner, U.: Unmarker: A universal attack on defensive watermark-
ing. arXiv preprint arXiv:2405.08363 (2024)

12. Koh, P.W., Liang, P.: Understanding black-box predictions via influence functions.
In: International conference on machine learning. pp. 1885–1894. PMLR (2017)

13. Kong, L., Dong, J., Ge, J., Li, M., Pan, J.: Efficient frequency domain-based trans-
formers for high-quality image deblurring. In: Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition. pp. 5886–5895 (2023)

14. Lin, T.Y., Maire, M., Belongie, S., Hays, J., Perona, P., Ramanan, D., Dollár, P.,
Zitnick, C.L.: Microsoft coco: Common objects in context. In: Computer Vision–
ECCV 2014: 13th European Conference, Zurich, Switzerland, September 6-12,
2014, Proceedings, Part V 13. pp. 740–755. Springer (2014)



18 X. Wu et al.

15. Liu, H., Sun, Z., Mu, Y.: Countering personalized text-to-image generation with
influence watermarks. In: Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition. pp. 12257–12267 (2024)

16. Liu, Y., Li, Z., Backes, M., Shen, Y., Zhang, Y.: Watermarking diffusion model.
arXiv preprint arXiv:2305.12502 (2023)

17. Lukas, N., Diaa, A., Fenaux, L., Kerschbaum, F.: Leveraging optimization for adap-
tive attacks on image watermarks. arXiv preprint arXiv:2309.16952 (2023)

18. Ma, Y., Zhao, Z., He, X., Li, Z., Backes, M., Zhang, Y.: Generative water-
marking against unauthorized subject-driven image synthesis. arXiv preprint
arXiv:2306.07754 (2023)

19. Peng, S., Chen, Y., Wang, C., Jia, X.: Intellectual property protection of diffu-
sion models via the watermark diffusion process. arXiv preprint arXiv:2306.03436
(2023)

20. Radford, A., Kim, J.W., Hallacy, C., Ramesh, A., Goh, G., Agarwal, S., Sastry, G.,
Askell, A., Mishkin, P., Clark, J., et al.: Learning transferable visual models from
natural language supervision. In: International conference on machine learning. pp.
8748–8763. PmLR (2021)

21. Rombach, R., Blattmann, A., Lorenz, D., Esser, P., Ommer, B.: High-resolution
image synthesis with latent diffusion models. In: Proceedings of the IEEE/CVF
conference on computer vision and pattern recognition. pp. 10684–10695 (2022)

22. Rombach, R., Blattmann, A., Lorenz, D., Esser, P., Ommer, B.: High-resolution
image synthesis with latent diffusion models (2021)

23. Salimans, T., Goodfellow, I., Zaremba, W., Cheung, V., Radford, A., Chen, X.:
Improved techniques for training gans. Advances in neural information processing
systems 29 (2016)

24. Szegedy, C., Vanhoucke, V., Ioffe, S., Shlens, J., Wojna, Z.: Rethinking the incep-
tion architecture for computer vision. In: Proceedings of the IEEE conference on
computer vision and pattern recognition. pp. 2818–2826 (2016)

25. Tancik, M., Mildenhall, B., Ng, R.: Stegastamp: Invisible hyperlinks in physical
photographs. In: Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition. pp. 2117–2126 (2020)

26. Wu, X., Duan, R., Ni, J.: Unveiling security, privacy, and ethical concerns of chat-
gpt. Journal of Information and Intelligence 2(2), 102–115 (2024)

27. Xing, X., Zhou, H., Fang, Y., Yang, G.: Assessing the efficacy of invisible water-
marks in ai-generated medical images. arXiv preprint arXiv:2402.03473 (2024)

28. Xiong, C., Qin, C., Feng, G., Zhang, X.: Flexible and secure watermarking for
latent diffusion model. In: Proceedings of the 31st ACM International Conference
on Multimedia. pp. 1668–1676 (2023)

29. Zeng, Y., Zhou, M., Xue, Y., Patel, V.M.: Securing deep generative models with
universal adversarial signature. arXiv preprint arXiv:2305.16310 (2023)

30. Zhao, X., Ananth, P., Li, L., Wang, Y.X.: Provable robust watermarking for ai-
generated text. arXiv preprint arXiv:2306.17439 (2023)

31. Zhao, X., Zhang, K., Su, Z., Vasan, S., Grishchenko, I., Kruegel, C., Vigna, G.,
Wang, Y., Li, L.: Invisible image watermarks are provably removable using gener-
ative ai. Saastha Vasan, Ilya Grishchenko, Christopher Kruegel, Giovanni Vigna,
Yu-Xiang Wang, and Lei Li,“Invisible image watermarks are provably removable
using generative ai,” Aug (2023)

32. Zhu, J., Kaplan, R., Johnson, J., Fei-Fei, L.: Hidden: Hiding data with deep net-
works. In: Proceedings of the European conference on computer vision (ECCV).
pp. 657–672 (2018)


