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Abstract. Recently, there have been notable advancements in large lan-
guage models (LLMs), demonstrating their growing abilities in complex
reasoning. However, existing research largely overlooks a thorough and
systematic comparison of these models’ reasoning processes and outputs,
particularly regarding their self-reflection pattern (also termed "Aha mo-
ment" [3]) and the interconnections across diverse domains. This paper
proposes a novel framework for analyzing the reasoning characteristics
of four cutting-edge large reasoning models (GPT-ol [10], DeepSeek-
R1 [3], Kimi-k1.5 [13], and Grok-3) using keywords statistic and LLM-
as-a-judge paradigm. Our approach connects their internal thinking pro-
cesses with their final outputs. A diverse dataset consists of real-world
scenario-based questions covering logical deduction, causal inference, and
multi-step problem-solving. Additionally, a set of metrics is put forward
to assess both the coherence of reasoning and the accuracy of the out-
puts. The research results uncover various patterns of how these models
balance exploration and exploitation, deal with problems, and reach con-
clusions during the reasoning process. Through quantitative and quali-
tative comparisons, disparities among these models are identified in as-
pects such as the depth of reasoning, the reliance on intermediate steps,
and the degree of similarity between their thinking processes and output
patterns and those of GPT-ol. This work offers valuable insights into
the trade-off between computational efficiency and reasoning robustness
and provides practical recommendations for enhancing model design and
evaluation in practical applications. We publicly release our project at:
https://github.com/ChangWenhan /FromThinking2Output
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1 Introduction

In recent years, large language models (LLMs) [18] have witnessed remark-
able development and have demonstrated their significant potential in various
natural language processing tasks. Their ability to perform complex reasoning
has become crucial, enabling applications such as intelligent question-answering,
decision-making support, and logical analysis. For instance, in information re-
trieval [17], LLMs can help users find relevant information more accurately by
understanding complex queries and inferring the underlying intentions. In the
medical domain, they can assist doctors in diagnosing diseases by analyzing pa-
tient symptoms and medical records through logical reasoning [7,20].

With the continuous improvement of LLMs, researchers have been exploring
their reasoning capabilities. Some studies have focused on altering the behaviors
of models through techniques such as fine-tuning on specific datasets [2]. Others
have investigated the interpretability [1] of the reasoning process in LLMs [6,
8|, aiming to understand how models arrive at their conclusions. However, most
of these studies either improve individual models or analyze a single model’s
reasoning process.

Despite progress, there are still notable drawbacks in the current research on
LLMs’ reasoning. A major limitation is the lack of systematic comparisons among
different models’ reasoning processes and outputs. Most existing studies do not
comprehensively evaluate how different models handle various reasoning tasks
and how their internal thinking mechanisms vary. Without such comparisons, it
is difficult to fully understand the strengths and weaknesses of different LLMs
in reasoning, and it is also challenging to optimize model design and training
strategies.

Our research takes a comprehensive approach to addressing these issues.
First, we construct a dataset encompassing eight real-world domains: finance,
law, and mathematics. This dataset contains many questions requiring logical
deduction, causal inference, and multi-step problem-solving. Using this diverse
dataset, we aim to simulate various real-world reasoning scenarios.

Then, we conduct a detailed comparison of the reasoning processes of dif-
ferent reasoning language models. Specifically, we analyze the differences in the
number of reflections and the keywords used during the reflection process among
these models. This helps us understand how different models approach problem-
solving and adjust their reasoning strategies. In addition, we examine the simi-
larity between the reasoning processes of different models and that of GPT-ol,
a well-known and powerful LLM. We can identify the unique characteristics and
commonalities of different models’ thinking processes by comparing the step-by-
step reasoning paths.

Furthermore, we also evaluate the similarity between the output contents
of different models and that of GPT-ol. This includes not only the answers’
accuracy but also the responses’ structure and style. Through these comparisons,
we can gain insights into how different models generate outputs and how they
differ from a benchmark model.

Our research makes several significant contributions:
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1. By proposing a novel framework that links the internal thinking processes
of LLMs to their final outputs, we provide a new perspective for studying
and comparing different models. This study can be a valuable tool for future
research in this area.

2. Our detailed analysis of the differences in various models’ reasoning processes
and outputs reveals distinct patterns of how models balance exploration and
exploitation, handle problems and draw conclusions. These findings con-
tribute to a deeper understanding of the reasoning mechanisms of LLMs.

3. By comparing the models in the way we do, we can infer the distribution
differences of the training data of different models. This information can
guide the improvement of model training strategies, such as adjusting the
data collection and preprocessing methods, to optimize the performance of
LLMs in real-world applications.

2 Related Work

2.1 Chain-of-Thought Reasoning Method

The Reasoning language model focuses on understanding and performing rea-
soning tasks. By introducing techniques such as chain-of-thought (CoT) and
knowledge distillation, it conducts step-by-step analysis and logical reasoning
for complex problems, demonstrating strong efficiency and practicality.

At first, Wei et al. [14] investigated how generating a chain of thought, a se-
quence of intermediate reasoning steps, greatly enhances the ability of large lan-
guage models to tackle complex reasoning tasks. It introduced a simple method
called CoT prompting, where a few reasoning exemplars are provided in the
prompt, enabling sufficiently large models to naturally exhibit reasoning ca-
pabilities. Feng et al. [4] explored the theoretical underpinnings of why CoT
prompting significantly boosts the performance of LLMs in complex mathemati-
cal and reasoning tasks. Using circuit complexity theory, it proved that bounded-
depth Transformers cannot directly solve basic arithmetic or equation problems
without an impractical increase in model size, while constant-size autoregressive
Transformers can effectively address these tasks by generating CoT derivations
in a standard math language format.

Shao et al. [12] introduced Synthetic Prompting, a technique that uses a few
handcrafted examples to prompt large language models to autonomously gener-
ate additional CoT demonstrations, selecting the most effective ones to enhance
reasoning performance. It employed a two-step process: a backward phase that
creates clear, solvable questions matching sampled reasoning chains, followed by
a forward phase that generates detailed reasoning steps for those questions, im-
proving demonstration quality. Zheng et al. [19] proposed a novel Duty-Distinct
Chain-of-Thought (DDCoT) prompting method to enhance multimodal reason-
ing in LLMs by addressing challenges like labor-intensive annotation and limited
flexibility in multimodal contexts. It introduced a strategy that separates rea-
soning into distinct duties—critical thinking via negative-space prompting for
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LLMs and visual recognition via integration with visual models—fostering a
collaborative reasoning process.

2.2 Language Pattern Analysis

Analyzing language patterns allows one to identify common syntactic structures,
semantic relationships, and contextual dependencies in text. This information
can guide model owners in optimizing the training process of large language
models.

For example, Wu et al. [16] investigated the reasoning patterns of OpenAT’s
ol model by comparing it with several Test-time Compute methods, including
Best-of-N (BoN), Step-wise BoN, Agent Workflow, and Self-Refine, across di-
verse reasoning tasks in mathematics, coding, and commonsense reasoning. The
authors summarized six reasoning patterns of ol (Systematic Analysis, Method
Reuse, Divide and Conquer, Self-Refinement, Context Identification, and Em-
phasizing Constraints) and demonstrated that these patterns are key to its en-
hanced reasoning capabilities. Hanafi et al. [5] compared Human-in-the-Loop
(HITL) systems and LLMs for pattern extraction through experiments: HITL
employs IBM Watson Discovery’s pattern induction tool, iteratively generat-
ing extraction rules based on user-provided examples and feedback; GPT-3 uses
various prompting strategies and post-processing techniques to extract patterns
from text; the study evaluates their precision and recall across seven use cases.

Moreover, White et al. [15] proposed a method to improve interactions with
LLMs like ChatGPT by introducing a catalog of prompt engineering techniques
structured as reusable prompt patterns, akin to software patterns. It established
a framework for documenting these patterns to address common challenges in
software development tasks, iteratively applying and refining them to optimize
LLM outputs and interactions.

Mufioz-Ortiz et al. [9] compared news texts generated by six different LLMs
with human-written texts across morphological, syntactic, psychometric, and
sociolinguistic dimensions. It found that human texts exhibit greater sentence
length variation, richer vocabulary, and stronger emotional expressions, while
LLM texts are more objective, using more numbers and pronouns. Sandler et
al. [11] analyzed conversations generated by ChatGPT versus human dialogues
using LIWC (Linguistic Inquiry and Word Count) across 118 language categories.
It showed that human dialogues are more varied and authentic, while ChatGPT
excels in social processes, cognitive style, and positive emotional tone, though it
shows no significant difference in overall positive or negative emotional expres-
sion.

Our study primarily focuses on the differences in the reasoning processes and
outputs of various reasoning language models. By comparing these distinctions,
we can better understand how each model approaches problem-solving and iden-
tify strengths and limitations in their reasoning capabilities. This analysis aims
to inform the development of more effective and reliable language models for
complex tasks.
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3 Characteristics Analysis of Reasoning and Output

3.1 Experiment Settings

Reasoning Language Models and Evaluation Dataset

Reasoning Language Models. This study compares four representative cutting-
edge reasoning language models based on their core design philosophies and
technical features.

The following introduces four reasoning language models focused on long
Chain-of-Thought reasoning: GPT-o01, from OpenAl, excels in mathematics and
coding. DeepSeek-R1, an open-source model, enhances reasoning through self-
reflection. Grok-3, by xAl, performs strongly in scientific and mathematical
tasks. Kimi-k1.5, from Moonshot AI, optimizes reasoning across text, image,
and code tasks.

FEvaluation Dataset. This study compares four representative cutting-edge rea-
soning language models based on their core design philosophies and technical
features. We have constructed a multi-domain evaluation dataset with the follow-
ing structure, designed to rigorously assess the reasoning capabilities of advanced
language models across diverse fields. This dataset is sourced from a combina-
tion of established benchmarks, including widely recognized General Reason-
ing open-source datasets. It encompasses eight domains: Humanities, Puzzles,
Adversarial, Programming, Finance, Mathematics, Medicine, and Physics. To
maintain consistency and depth, we hand-selected 10 representative data points
for each domain, tailored to their specific selection criteria as outlined in Table
1, resulting in 80 carefully curated evaluation items.

Table 1: Structure of the Multi-Domain Evaluation Dataset

Domain ‘ Selection Criteria

Humanities |Hand-selected ethical dilemmas and historical analysis questions
Puzzles Classic lateral thinking puzzles and logical paradoxes
Adversarial |Covers safety testing and adversarial prompt scenarios
Programming| Typical problems in algorithm design and code debugging

Finance Cases focused on risk assessment and investment strategy optimization
Mathematics |Standard multi-step proofs and equation solving questions

Medicine Simplified designs based on real diagnostic cases

Physics Fundamental questions in theoretical derivations and experimental design

Evaluation Metrics This study systematically evaluates the models’ reasoning
processes and output quality using the following metrics.

Total Reflection Count (TRC'). The TRC measures the cumulative number of
reflection occurrences in the reasoning texts of a specific category and model.
A higher TRC' indicates that the model frequently reflects on the data within
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that domain, suggesting a more complex reasoning process and a greater need for
logical problem-solving. This metric highlights the depth of the model’s reasoning
in addressing domain-specific challenges.

Reflection Data Count (RDC'). The RDC represents the number of reasoning
texts that contain at least one reflection keyword in a specific category and
model. A higher RDC implies the model performs broader reflections across a
larger proportion of texts in that domain. This can be interpreted as evidence
that the trainer applied extensive Long Chain-of- Thought processing during the
model’s training phase for this type of data. This metric underscores the breadth
of the model’s reasoning in the domain.

Consistency Score (CS). When evaluating reasoning language models, we fo-
cus on their consistency with high-quality reference models like GPT-0l. The
Consistency Score measures this. It assesses the alignment of the model’s output
with a given outline from multiple dimensions. The model must understand the
outline’s structure, cover all key points, follow the logical order, avoid irrele-
vant content, and adhere to logical rules. As shown in Appendix A, the score
ranges from 1 to 5, with a higher score indicating better consistency. This score
is automatically evaluated by Doubao-1.5-Pro using our predefined scoring rules.

3.2 Reasoning Pattern Analysis

Self-Reflection Pattern From the comparative analysis of TRC and RDC
across different models and reasoning domains, we can observe distinct patterns
in the depth and breadth of reflection. The coding and math domains generally
exhibit the highest reflection depth (T'RC'), suggesting that models tend to en-
gage in more extensive step-by-step reasoning when solving problems in these
areas. In Table 2, kimi-k1.5 demonstrates an exceptionally high TRC' in coding
(69), significantly exceeding the other models. Similarly, Grok-3 and DeepSeek-
R1 also exhibit relatively deep reasoning in coding and math, indicating a con-
sistent trend where numerical and structured reasoning tasks necessitate deeper
logical progression.

Table 2: TRC in Reasoning Process Across Models and Domains when using
GPT-o0l as Baseline Model

Model ‘Humanities Riddles Advbench Coding Finance Math Medical Physics
DeepSeek-R1 13 20 14 34 37 32 10 23
Grok-3 17 35 6 43 36 40 12 30
kimi-k1.5 38 21 17 69 21 17 3 21

Conversely, the breadth of reflection (RDC') is more evenly distributed across
domains, with models generally showing higher engagement in math, coding,
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Table 3: RDC' in Reasoning Process Across Models and Domains when using
GPT-ol as Baseline Model

Model ‘Humanities Riddles Advbench Coding Finance Math Medical Physics
DeepSeek-R1 8 10 9 9 8 9 6 6
Grok-3 6 7 4 7 8 10 4 9
kimi-k1.5 7 6 10 9 9 8 3 7

and finance, indicating that these domains require reasoning over a wider range
of data points. However, in fields like medical and advbench, models exhibit
a lower RDC' as shown in Table 3, suggesting that either their responses are
more deterministic, relying on directly retrieved knowledge rather than iterative
reflection, or they tend to avoid detailed responses in sensitive topics. Table 2
and Table 3 present the specific experimental results of ours, and Figure 1 shows
the intuitive pattern evaluation results among different models.

DeepSeek-R1: This model demonstrates a balanced reasoning pattern across
multiple domains. It shows substantial depth in finance with a TRC of 37 and
math with a TRC' of 32, aligning with the observation that numerical reasoning
benefits from iterative logical steps. However, its RDC remains moderate across
all domains, with no standout figures. This indicates that while DeepSeek-R1
engages in deeper reasoning when necessary, it does not significantly expand
the breadth of its reflection across different cases. Its relatively lower TRC' in
medical, with a value of 10, and in physics, with a value of 23, suggests that
it might rely more on directly retrieved knowledge in these specialized domains
rather than deep deductive reasoning.

Grok-3: Unlike DeepSeek-R1, Grok-3 exhibits an interesting contrast, with an
extremely high TRC in riddles at 35, indicating that it tends to explore multiple
steps when solving ambiguous or wordplay-based problems. It also shows strong
engagement in math with a TRC of 40 and in coding with a TRC of 43, further
supporting the trend that computational reasoning prompts deeper reflection.
However, its RDC values do not strongly correlate with its TRC, meaning that
while deeply reasons through certain domains, it does not necessarily reflect
over a broad range of data points. This could imply that its knowledge retrieval
mechanism is efficient enough to limit unnecessary exploration, particularly in
structured problems.

kimi-k1.5: Among the three models, kimi-k1.5 exhibits the most extreme rea-
soning behavior, with an exceptionally high T'RC' in coding at 69, far surpassing
the other models. This suggests that it relies heavily on step-by-step logical pro-
gression in computational tasks. However, its TRC for medical is the lowest at
3, likely indicating a reliance on pre-existing medical knowledge rather than en-
gaging in extensive inference. Similarly, its relatively lower T'RC' in finance at 21
and in physics at 21 suggests that it does not deeply reflect on these domains,
potentially due to a stronger reliance on factual recall. Interestingly, its RDC
in advbench is the highest at 10, suggesting that even though the model may
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Fig. 1: Comparison Analysis of TRC' and RDC' in the Reasoning Process Across
Models and Domains with GPT-o1l as the Baseline Model

refuse to answer sensitive questions at times, it considers a diverse range of cases
when it does engage.

One notable observation is the significantly lower TRC' in advbench across
all models. This does not necessarily indicate weaker reasoning capabilities but
could result from the models refusing to engage with certain sensitive questions.
Since models are trained with ethical constraints, they may generate fewer rea-
soning steps when encountering adversarial or policy-sensitive content. Similarly,
the relatively lower T'RC' in the medical domain suggests that models may prior-
itize direct factual recall over extensive reasoning, which aligns with the expec-
tations for a field that heavily depends on authoritative knowledge rather than
logical deduction.

Reasoning Consistency Pattern The Consistency Score evaluates how well
different LLMs align with the reference model GPT-ol across multiple domains.
A higher score indicates that the model closely follows the reasoning structure
of the reference model, covers all key points, and maintains logical consistency,
while a lower score suggests deviations in these aspects. Figure 2 shows the mean
and variance of the C'S for the Reasoning Process.

As shown in Table 4a, DeepSeek-R1 demonstrates varying levels of consis-
tency across different domains. The model shows relatively stable performance
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Reasoning Consistency Score Mean for Various LLMs Reasoning Consistency Score Variance for Various LLMs
Advbench Advbench

Finance Humanities Finance Humanities

Medical Medical
—e— DeepSeek-R1 Grok-3 —e— Kimi-k1.5 —e— DeepSeek-R1 Grok-3 —s— Kimi-k1.5
(a) C'S Mean in Reasoning (b) C'S Variance in Reasoning

Fig.2: Comparison of the Mean and Variance of the Consistency Score for the
Reasoning Process.

in the finance and medical domains, with an average score of 3.0 and 2.9, respec-
tively. The mode in both cases is 4.0, indicating that DeepSeek-R1 frequently
aligns well with GPT-o1 in these fields. Similarly, in the math domain, the model
achieves an average score of 2.7, with a median of 3.0, reflecting a moderate level
of consistency. This suggests that DeepSeek-R1 performs better in structured
numerical reasoning tasks.

However, the model exhibits weaker consistency in coding, riddles, and ad-
versarial benchmark tasks. In the coding domain, the average score is 1.9, while
in riddles, it is 1.7, and in adversarial benchmark tasks, it is 2.1. These lower
scores indicate that DeepSeek-R1 struggles to maintain alignment with GPT-ol
in tasks requiring complex reasoning or handling sensitive content. The variance
in the physics domain is 2.62, and in math, it is 1.79, showing significant fluctua-
tions in performance. This variability may be attributed to differences in problem
complexity or the model adopting different reasoning approaches depending on
the question.

The mode distribution further highlights DeepSeek-R1’s reasoning character-
istics. The most frequently occurring score in finance, math, and medical domains
is 4.0, suggesting that the model often follows GPT-o01’s reasoning logic in these
areas. Conversely, the most frequent score in physics, coding, and riddles is 1.0,
indicating a tendency to deviate from the expected reasoning structure. This
suggests that in certain domains, DeepSeek-R1 relies more on heuristic methods
or direct retrieval rather than structured logical inference.

The reasoning strategy of DeepSeek-R1 differs from that of GPT-o1, leading
to cases where the model demonstrates strong performance while still receiving
a low Consistency Score. This suggests that DeepSeek-R1 may adopt alternative
reasoning approaches that deviate from the structured, logical inference favored
by GPT-ol. The observed differences in Consistency Score may also indirectly
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reflect disparities between the training data of DeepSeek-R1 and that of OpenAl
models. These discrepancies could result in variations in reasoning patterns,
affecting the model’s ability to align with GPT-ol’s structured outline while
still achieving high task performance.

Grok-3 demonstrates high consistency in structured domains such as finance,
medical reasoning, and physics, with average Consistency Scores of 3.4, 3.0, and
3.3, respectively, and relatively low variance. This indicates that Grok-3’s rea-
soning structure closely aligns with GPT-ol in these tasks, effectively adhering
to predefined logical frameworks and covering key information. This performance
may be attributed to the well-defined nature of knowledge in these fields, allow-
ing the model to generate expected outputs more reliably.

However, as shown in Table 4b, in coding and adversarial reasoning (Ad-
vbench) tasks, Grok-3 exhibits significantly lower Consistency Scores, averaging
1.6, with low variance, suggesting poor consistency and unstable outputs. In
particular, the most frequent score for coding tasks is 1, indicating that the
model frequently fails to align well with reference reasoning. This may stem
from Grok-3’s reasoning strategy, which, instead of step-by-step deduction or
logical inference, may rely more heavily on pattern matching or direct retrieval
of known information. As a result, its performance is weaker in tasks requiring
structured reasoning.

Additionally, in mathematics and humanities, Grok-3’s Consistency Score
hovers around 2.5, indicating a moderate level of alignment with GPT-0l’s rea-
soning approach. Notably, although the median and mode scores are relatively
high in mathematics, the large variance suggests that Grok-3’s reasoning sta-
bility fluctuates significantly, potentially due to variations in problem types or
input structures.

Kimi-k1.5 demonstrates strong consistency in structured domains such as
finance, where the average Consistency Score reaches 3.3 with low variance.
This suggests that the model’s reasoning structure aligns well with GPT-ol,
effectively following predefined logical frameworks and ensuring comprehensive
content coverage. Similar trends are observed in physics and mathematics, with
mean scores of 2.6 and 2.4, respectively, though higher variance in mathematics
indicates fluctuations in reasoning stability depending on the specific problem
type.

In contrast, Kimi-k1.5 struggles with adversarial reasoning (Advbench) and
coding tasks, where the average Consistency Scores are 1.5 and 1.7, respectively.
The low median and mode values and relatively low variance suggest that the
model frequently exhibits inconsistent reasoning structures. This may be due to
its reliance on heuristic shortcuts or pattern matching rather than step-by-step
logical inference, leading to discrepancies in reasoning depth and alignment with
GPT-ol.

For humanities and riddles, Kimi-k1.5 achieves moderate Consistency Scores,
averaging 2.3 and 1.9, respectively. However, the high variance of 1.79 in human-
ities suggests significant instability in reasoning, likely influenced by the model’s
sensitivity to diverse linguistic styles and abstract concepts. In medical rea-
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Table 4: Consistency Score Analysis for Different LLMs Reasoning Process

(a) Consistency Score Analysis for DeepSeek-R1 Reasoning Process

Category ‘ Max Min Median Mode Mean Variance
Humanities 4.00 1.00 2.00 2.00 2.30 0.90
Riddles 3.00 1.00 1.50 1.00 1.70 0.68
Advbench 4.00 1.00 1.50 1.00 2.10 1.66
Coding 4.00 1.00 1.50 1.00 1.90 1.43
Finance 4.00 1.00 3.00 4.00 3.00 1.11
Math 4.00 1.00 3.00 4.00 2.70 1.79
Medical 4.00 1.00 3.00 4.00 2.90 1.21
physics 5.00 1.00 2.50 1.00 2.80 2.62
(b) Consistency Score Analysis for Grok-3 Reasoning Process
Category ‘ Max Min Median Mode Mean Variance
Humanities 4.00 1.00 2.00 2.00 2.50 1.39
Riddles 4.00 1.00 2.00 1.00 2.10 1.43
Advbench 2.00 1.00 2.00 2.00 1.60 0.27
Coding 4.00 1.00 1.00 1.00 1.60 0.93
Finance 4.00 2.00 3.50 4.00 3.40 0.49
Math 4.00 1.00 3.00 3.00 2.50 0.94
Medical 4.00 1.00 3.50 4.00 3.00 1.33
Physics 5.00 2.00 3.00 3.00 3.30 0.90
(c) Consistency Score Analysis for Kimi-k1.5 Reasoning Process
Category ‘ Max Min Median Mode Mean Variance
Humanities 4.00 1.00 2.00 1.00 2.30 1.79
Riddles 4.00 1.00 2.00 1.00 1.90 0.99
Advbench 4.00 1.00 1.00 1.00 1.50 0.94
Coding 4.00 1.00 1.00 1.00 1.70 1.12
Finance 4.00 2.00 3.00 3.00 3.30 0.46
Math 5.00 1.00 2.50 1.00 2.40 2.04
Medical 4.00 1.00 2.00 2.00 2.10 0.77
Physics 4.00 1.00 3.00 1.00 2.60 1.60
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soning, the mean score of 2.1 with relatively low variance implies a stable yet
somewhat limited alignment with GPT-o1, indicating that while the model cap-
tures general medical knowledge, its logical structuring may lack the depth and
consistency seen in more structured domains.

Human Observation Pattern In the Humanities domain, DeepSeek-R1 fre-
quently uses “let me think” and “let me check,” each appearing 4 times, reflecting
a rigorous yet repetitive reflection that may hinder creativity. Grok-3 predomi-
nantly uses “let me think,” occurring 7 times, but also shows contradictory cues
with “doesn’t make sense” appearing 2 times, indicating occasional logical leaps,
while Kimi-k1.5 relies almost exclusively on “let me check,” which appears 22
times, revealing a rigid, inflexible pattern.

In the Coding domain, DeepSeek-R1’s frequent use of “Let’s think,” appear-
ing 15 times, demonstrates clear, step-by-step reasoning and high consistency.
Grok-3 balances its reflections with “let me think” occurring 16 times alongside
“make sure” occurring 15 times, leading to moderate consistency, whereas Kimi-
k1.5, with “Let’s think” used 28 times and “think again” used 9 times, exhibits
strong logical coverage. In Mathematics, DeepSeek-R1 employs a dual-insurance
mechanism by using “let me check” 12 times and “make sure” 7 times, ensuring
robust logical stability. Grok-3 distributes its reflective phrases evenly, though
the 6 occurrences of “makes sense” suggest a subjective judgment that may intro-
duce ambiguity, while Kimi-k1.5 uses only a total of 17 reflective cues, resulting
in insufficient logical coverage and low consistency.

3.3 Output Pattern Analysis

Output Consistency Pattern Table 5a shows the output consistency between
DeepSeek-R1 and GPT-ol across different categories. In Figure 3a, most cate-
gories have a mean above 3.0, with the median and mode frequently at 4.00,
indicating a relatively high level of consistency. However, in Figure 3b, variance
values reveal significant differences in certain categories.

The Coding category’s variance is only 0.28, with relatively close maximum
and minimum values. This suggests a high level of output consistency between
DeepSeek-R1 and GPT-ol. Such consistency may indicate a substantial overlap
in training data related to programming tasks or that structured problems are
less sensitive to variations in training approaches.

On the other hand, the Math, Medical, and Physics categories exhibit rel-
atively high variance values of 2.40, 2.40, and 3.17, suggesting greater output
differences. In these fields, knowledge is complex and frequently updated, and
different models may have been trained on distinct datasets, such as medical
literature, encyclopedic knowledge, or specific math problems, leading to in-
consistencies in generated responses. Similarly, physics questions often involve
formula derivation and numerical calculations, where variations in the coverage
of physics formulae and problem-solving approaches in the training data may
result in differences in the output.
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Output Consistency Score Mean for Different LLMs Output Consistency Score Variance for Different LLMs
Advbench Advbench

Humanities

Medical Medical
—e— DeepSeek-R1 Grok-3 —e— Kimi-k1.5 —e— DeepSeek-R1 Grok-3 —s— Kimi-k1.5
(a) C'S Mean in Outputs (b) CS Variance in Outputs

Fig. 3: Comparison of the mean and variance of the Consistency Score for the
Outputs.

Additionally, the Finance category has a variance of 2.23, indicating a certain
degree of inconsistency. This could be attributed to differences in financial text
sources used for training, such as news and academic papers, which may have
influenced the models’ response strategies.

Grok-3 shows solid consistency in its outputs across multiple categories. As
shown in Table 5b, the Physics category stands out with a mean of 4.00 and low
variance (1.33), indicating that Grok-3 provides consistent outputs that align
closely with expectations. The Coding and Finance categories also perform well,
with mean consistency scores of 3.70 and low variance (0.46), suggesting that
Grok-3’s outputs are reliable in these areas.

However, Grok-3 shows more variability in other categories, such as Ad-
vbench and Medical. While the mean scores are still relatively high (3.20 and
3.50, respectively), the variance is higher, indicating that the output can vary
considerably in these domains. The highest variability is observed in the Math
category, where the mean score is 3.40, and the variance is 2.49, suggesting that
the model struggles with generating consistent outputs for complex or abstract
mathematical problems.

As shown in Table 5c, kimi-k1.5 demonstrates strong consistency in its output
for Riddles, with a mean score of 4.10 and a mode of 5.00, indicating that
the model’s outputs in this category are highly aligned with expected results.
The Physics and Advbench categories also show solid performance, with mean
consistency scores of 3.60 and 3.50, respectively, though the variance in Physics
(2.27) suggests some occasional inconsistencies in the model’s output.

In categories like Finance and Medical, kimi-k1.5 shows moderate consis-
tency, with mean scores of 3.20 and 3.30, respectively, and relatively low variance
(1.51 and 0.68). However, the model’s output consistency is less stable in the
Humanities and Math categories, where the mean consistency scores are 2.80
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Table 5: Consistency Score Analysis for Different LLMs Outputs

(a) Consistency Score Analysis for DeepSeek-R1 Outputs

Category ‘ Max Min Median Mode Mean Variance
Humanities 4.00 1.00 4.00 4.00 2.90 2.10
Riddles 5.00 1.00 4.00 4.00 3.90 1.21
Advbench 5.00 1.00 4.00 4.00 3.50 2.06
Coding 4.00 3.00 3.50 3.00 3.50 0.28
Finance 5.00 1.00 4.00 4.00 3.30 2.23
Math 5.00 1.00 4.00 4.00 3.80 2.40
Medical 4.00 1.00 1.00 1.00 2.20 2.40
Physics 5.00 1.00 4.00 5.00 3.50 3.17

(b) Consistency Score Analysis for Grok-3 Outputs

Category ‘ Max Min Median Mode Mean Variance
Humanities 4.00 1.00 4.00 4.00 3.00 2.00
Riddles 5.00 1.00 4.00 4.00 3.70 1.12
Advbench 5.00 1.00 4.00 4.00 3.20 1.96
Coding 4.00 2.00 4.00 4.00 3.70 0.46
Finance 4.00 2.00 4.00 4.00 3.70 0.46
Math 5.00 1.00 4.00 4.00 3.40 2.49
Medical 5.00 1.00 4.00 4.00 3.50 1.83
Physics 5.00 1.00 4.00 4.00 4.00 1.33

(c¢) Consistency Score Analysis for Kimi-k1.5 Outputs

Category ‘ Max Min Median Mode Mean Variance
Humanities 4.00 1.00 3.00 4.00 2.80 1.51
Riddles 5.00 1.00 4.50 5.00 4.10 1.66
Advbench 5.00 1.00 4.00 4.00 3.50 1.83
Coding 4.00 2.00 3.50 4.00 3.30 0.68
Finance 4.00 1.00 4.00 4.00 3.20 1.51
Math 5.00 1.00 3.00 1.00 2.80 2.40
Medical 4.00 2.00 3.50 4.00 3.30 0.68
Physics 5.00 1.00 4.00 4.00 3.60 2.27
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and 2.80, with variances of 1.51 and 2.40, respectively. This indicates that kimi-
k1.5 may face challenges when generating outputs for more abstract or diverse
questions in these areas.

Human Observation Pattern DeepSeek-R1 delivers detailed and structured
responses to clear queries, particularly excelling in Finance and Riddles with high
scores; however, when faced with complex or factually precise questions—especially
in Humanities and Riddles—it can exhibit misunderstandings or logical inconsis-
tencies. Grok-3 produces relevant and logically coherent responses, performing
strongly in Riddles and Finance, but may sometimes misinterpret key points
or include excessive details in Humanities and some Finance queries, leading to
errors in complex or abstract problems. Kimi-k1.5 generally covers key points
across various categories with high alignment in Riddles and Finance, yet it oc-
casionally deviates in Humanities and Finance by misinterpreting core questions
or introducing unexpected information, particularly when dealing with complex
issues. The performance of these models depends on the clarity and familiarity
of the query, resulting in fluctuations in both accuracy and depth.

4 Conclusion

This study systematically analyzed different LLMs’ reasoning processes and out-
puts, revealing key patterns in self-reflection, thought consistency, and human-
observed reasoning. Our findings highlight significant differences in how mod-
els adjust their reasoning strategies and align with benchmark behaviors like
GPT-ol. Additionally, we observed that variations in internal reasoning directly
impact output accuracy, structure, and consistency. By linking internal thought
processes to final outputs, our research provides a new perspective on evaluating
LLMs. These insights enhance our understanding of model reasoning and offer
practical guidance for improving training strategies. Future work can extend
this framework to more models and tasks, further advancing the development of
robust and interpretable LLMs.

A Appendix

s N

Judge System Prompt

Below are the evaluation criteria for assessing the alignment of a model’s think-
ing process with a given outline. These criteria ensure that the model’s output
adheres to the logic and structure defined in the outline, providing a meaningful
and consistent response.

Evaluation Criteria - Alignment of Model’s Thinking Process with Outline:
Understanding of Outline Structure: The model should accurately comprehend
the structure and hierarchy of the outline, including the main points and sub-
points.

1. Coverage of Outline Points: The model’s response should comprehensively
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address all the key points outlined in the provided structure.

2. Logical Flow and Coherence: The model’s response should present the in-
formation in a coherent manner, following the logical sequence defined by the
outline.

3. Avoidance of Irrelevant Content: The model should avoid including informa-
tion that deviates from or is irrelevant to the outline’s focus.

4. Adherence to Logical Guidelines: The model should follow logical guidelines
such as avoiding contradictions, ensuring consistency, and maintaining clarity
in the response.

Now, I will provide you with a user outline and the model’s response to that
outline. Please review the model’s response in light of the evaluation criteria:

Judge Rules Prompt

#+#4 GPT Outline: The following reasoning is extracted from GPT-ol and
serves as the benchmark for evaluating other models:

{The reasoning process of GPT-ol here.}
#+## Model Thinking: {The reasoning process of evaluated model here.}

Use the scoring rules below to score the model’s response to the GPT outline
on a scale of 1 to 5:
Scoring Rules:

Score 5: Ideal matching (5)

The model’s response perfectly aligns with the outline, covering all points with
a full understanding of the structure and hierarchy.

The logical flow and coherence are exactly as expected, with no irrelevant
content and complete adherence to logical guidelines.

Score 4: Mostly matching (4)

The model’s response largely aligns with the outline, covering most key points
and showing a substantial understanding of the structure.

The logical flow and coherence are mostly as expected, with minimal irrelevant
content and largely adherence to logical guidelines.

Score 3: Substantially matching (3)

The model’s response aligns with some parts of the outline, covering some key
points but shows partial understanding of the structure.

The logical flow and coherence are partially as expected, with some irrelevant
content and partial adherence to logical guidelines.

Score 2: Barely matching (2)

The model’s response barely aligns with the outline, covering few key points
and showing limited understanding of the structure.

The logical flow and coherence are barely as expected, with significant
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irrelevant content and limited adherence to logical guidelines.

Score 1: Not matching (1)

The model’s response does not align with the outline, missing key points and
showing no understanding of the structure.

The logical flow and coherence are not as expected, with substantial irrelevant
content and no adherence to logical guidelines.

Output your evaluation in the following format:

# thereason: your analysis here

Note: this should be step-by-step analysis following the steps:

(a) Give an overview of the user’s outline and the model’s response.

(b) Evaluate the degree to which the model’s response aligns with the user’s
expressed outline.

(c) Examine the user’s outline and the model’s reply respectively to determine
if they contain any logical inadequacies or irrelevant content.

Finally, evaluate the degree of the model’s adherence to the defined logical
guidelines.

# thescore: your score here.
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