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Abstract

The rapid spread of misinformation in mobile and wireless net-
works presents critical security challenges. This study introduces
a training-free, retrieval-based multimodal fact verification sys-
tem that leverages pretrained vision-language models and large
language models for credibility assessment. By dynamically re-
trieving and cross-referencing trusted data sources, our approach
mitigates vulnerabilities of traditional training-based models, such
as adversarial attacks and data poisoning. Additionally, its light-
weight design enables seamless edge device integration without
extensive on-device processing. Experiments on two fact-checking
benchmarks achieve SOTA results, confirming its effectiveness in
misinformation detection and its robustness against various attack
vectors, highlighting its potential to enhance security in mobile
and wireless communication environments.

CCS Concepts

« Security and privacy — Social aspects of security and pri-
vacy; « Computing methodologies — Knowledge represen-
tation and reasoning; Natural language processing; Multi-agent
systems.
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1 Introduction

In recent years, the proliferation of media manipulation technolo-
gies, such as Deepfakes, has captured significant attention due
to their qualities and their role in amplifying the spread of false
information [26, 28, 31, 39]. These technologies, powered by ad-
vancements in artificial intelligence, including video, image, and
speech synthesis, have raised concerns about their potential misuse
in generating fake news and facilitating financial fraud, prompting
responses from both regulatory authorities and industry stakehold-
ers to mitigate their impact. However, one of News Verification’s
most pervasive yet understudied challenges is out-of-context (OOC)
misinformation, where authentic, unaltered images are repurposed
with misleading or false narratives [5]. For instance, during the re-
cent Israel-Hamas conflict, social media platforms witnessed numer-
ous cases of OOC misinformation, with old images from unrelated
conflicts or even video game footage falsely presented as current
events [25]. Unlike manipulated media, OOC misinformation is
challenging to detect because the visual content remains authen-
tic, and the deception arises solely from the misleading context
provided by accompanying text.

Addressing this “infodemic” requires multifaceted strategies,
with news verification playing a pivotal role through fact-checking
and debunking false claims [12, 15]. Misinformation, which is


https://orcid.org/0009-0003-8615-435X
https://orcid.org/0009-0004-6197-3428
https://orcid.org/0009-0003-3268-024X
https://orcid.org/0000-0002-8036-954X
https://orcid.org/0000-0003-3044-8175
https://doi.org/10.1145/3709020.3734834
https://doi.org/10.1145/3709020.3734834
https://doi.org/10.1145/3709020.3734834
https://arxiv.org/abs/2506.20944v1

SCID ’25, August 25-29, 2025, Hanoi, Vietnam

shared unintentionally, and disinformation, deliberately dissem-
inated to deceive often for political motives, both thrive in digi-
tal ecosystems [4]. Social media platforms, such as TikTok, have
emerged as significant vectors for disinformation, particularly among
younger audiences, through formats like Deepfakes and less so-
phisticated “Cheapfakes” [2]. As these platforms amplify the reach
of false narratives, developing robust news verification techniques
becomes essential to ensure the integrity of information. This re-
search aims to address the critical challenges of detecting and mit-
igating OOC misinformation and manipulated media, leveraging
advancements in artificial intelligence to enhance the accuracy and
reliability of news verification systems.

Recent advancements in Out-of-Context (OOC) detection—which
focuses on determining whether an authentic image is accurately
represented within a given claim—have increasingly relied on exter-
nal information retrieval through custom search engines such as the
Google API [17, 36, 37]. These methods have demonstrated signifi-
cant improvements by incorporating additional contextual evidence.
In contrast, earlier approaches that lacked external data integration
[3, 14, 18, 30] depended solely on the intrinsic features of image-
claim pairs, which limited their effectiveness in verifying claims.
Professional fact-checkers typically assess both internal image fea-
tures and external contextual information to determine the validity
of an image-claim relationship. However, leveraging retrieved ev-
idence efficiently remains a major challenge in OOC detection,
particularly in identifying subtle inconsistencies between images
and associated claims. To address this, recent studies [1, 18, 21, 27]
have investigated the integration of retrieved evidence into classi-
fiers, pretrained models, and large vision-language models (LVLMs).
While these enhancements improve accuracy, they often come at
the cost of increased architectural complexity and computational
overhead.

Several prior studies [1, 18, 27, 29] have made significant con-
tributions to fact verification in multimodal tasks. By leveraging
pretrained knowledge, reasoning capabilities, and generative abil-
ities, these approaches effectively detect factual inconsistencies
in image-text pairs while generating coherent, natural language-
based explanations. Building on this foundation, recent works [21]
enhance fact-checking models by augmenting input data with ex-
ternal information retrieved via tool-based methods before apply-
ing instruction tuning for training OOC misinformation detectors.
However, training models on curated fact-checking datasets for
OOC misinformation detection presents several challenges. One
major drawback of relying on fixed datasets is their inability to
keep up with evolving misinformation trends. Since these datasets
must undergo collection, preprocessing, and publication before they
can be used, they quickly become outdated. Additionally, they are
vulnerable to static data poisoning attacks, reducing their adaptabil-
ity, security, and effectiveness in real-time fact-checking. Another
critical challenge is the high computational cost of training or adapt-
ing Multimodal Large Language Models (MLLMs). Furthermore,
to remain effective against rapidly evolving misinformation, fre-
quent retraining is necessary, further increasing computational and
storage overhead.
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To address these challenges, we introduce E-FreeM?, a special-
ized Multimodal Large Language Model (MLLM) designed for real-
time OOC misinformation detection with high accuracy. Our ap-
proach enhances verification by leveraging a cross-modal, multi-
scale framework to retrieve and generate high-quality candidate
information. E-FreeM? first conducts external searches to gather
additional evidence, employing cross-modal strategies for candi-
date ranking and multi-stage filtering to refine the retrieved data.
The final decision-making process follows a two-stage chain-of-
thought reasoning mechanism: the first stage validates the retrieved
candidates against the input, while the second stage detects OOC
misinformation based on consolidated judgments and explanations
from the previous step.

Our contribution can be summarized as follows:

e Cross-Modal Data Pipeline: We design a novel cross-modal
data pipeline that operates on both local and global scales,
assisted by a Filter Module, to transform OOC image-text
pairs into high-quality candidate sets. These refined candi-
dates serve as the foundation for accurate judgments and
coherent explanations.

e Training-Free Adaptation for MLLMs: We propose E-
FreeM?, a practical, training-free approach to adapt existing
MLLMs for out-of-context misinformation detection using
a two-stage chain-of-thought instruction mechanism. Our
method efficiently leverages retrieved cross-modal candi-
dates, effectively modeling both internal image-text rela-
tionships and external claim-evidence connections, enabling
simultaneous OOC detection and explanation.

e SOTA Performance Without Training Data: Comprehen-
sive experiments demonstrate that E-FreeM? significantly
outperforms state-of-the-art (SOTA) methods in detection
accuracy, all while requiring no training data or additional
computational resources. Moreover, it generates precise and
persuasive explanations, enhancing the interpretability of
its decisions.

The remainder of this paper is structured as follows. Section 2
reviews related work on Out-of-Context detection and Chain-of-
Thought prompting in multimodal models. Subsequently, Section
3 introduces the proposed E-FreeM? framework, outlining its evi-
dence retrieval pipeline and two-stage reasoning process. Section
4 then describes the experimental setup, including datasets, met-
rics, results, and ablation studies. Finally, Sections 5 and 6 discuss
limitations, suggest future directions, and summarize the main
contributions.

2 Related work
2.1 Out-of-Context Detection

With the rapid surge of multimodal misinformation across social
networks, researchers have increasingly focused on developing
solutions for multimodal fact-checking, particularly in detecting
out-of-context (OOC) misinformation. Some methods [6, 13] utilize
knowledge-rich pre-trained models to conduct internal checking for
the given image-text pair. While these methods have demonstrated
strong performance in OOC detection, they often overlook the
integration of external knowledge relevant to the image-claim pair.
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Consequently, such models struggle to effectively capture logical
or factual inconsistencies, leading to limitations in their learning.

Alternative strategies incorporate external resources for verifica-
tion. For example, prior studies [8, 9, 24] utilize reference datasets
containing unmodified claims to approximate real-world knowl-
edge, facilitating OOC detection by comparing the given claim with
retrieved references. Similarly, [1] retrieves web-based evidence
for both textual and visual inputs separately and then evaluates
their consistency with the claim across multiple modalities. Fur-
thermore, Qi et al. [21] were the first to integrate the LVLM model
with Vicuna-13B to address OOC misinformation within the realm
of generative Al In contrast, our approach emphasizes efficiency
by adopting a training-free framework alongside multi-scale cross-
modal candidate retrieval.

2.2 Chain-of-thought in MLLMs

Multimodal Large Language Models (MLLMs) have been developed
to align perception with language models, allowing for cross-modal
transfer of knowledge between language and multimodal domains
[7]. The introduction of datasets like SPIQA for multimodal question
answering and evaluation strategies like Chain-of-Thought (CoT)
have further improved model performance in interpreting complex
information within scientific papers [20]. Additionally, studies have
explored the use of CoT prompting systems for Image Quality
Assessment (IQA) in MLLMs, demonstrating the effectiveness of in-
context retrieval and fine-grained assessment [34]. Furthermore, the
integration of Chain of Thought methods in multimodal reasoning
tasks has shown promising results in various domains, such as
sports understanding and green building design decision-making
[11, 35].

3 Efficient Training-Free Multi-Scale and
Cross-Modal News Verification via MLLMs:
Design and Implementation

3.1 Multi-Scale Cross-Modal Evidence Retrieval

To effectively detect out-of-context (OOC) misinformation, we pro-
pose a Multi-Scale Cross-Modal Evidence Retrieval framework,
which consists of three key components: Cross-Modal Retrieval,
Similarity-Based Evidence Refinement, and Visual-Centric
Ranking. This framework systematically retrieves, filters, and
ranks external evidence from both textual and visual modalities.
Unlike traditional unimodal retrieval strategies that rely solely on
either text-based or image-based matching, our approach integrates
both modalities to capture inter-modal inconsistencies more effec-
tively. This ensures that retrieved evidence is contextually relevant,
thereby improving both fact verification and explanatory reasoning.

Cross-Modal Retrieval. Our system employs two complementary
retrieval pipelines to acquire diverse and contextually relevant
evidence.

o Textual Retrieval Pipeline: Given an input claim, the tex-
tual pipeline extracts relevant captions, article snippets, and
metadata from external sources using claim-conditioned
queries.
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e Visual Retrieval Pipeline: To assess visual consistency,
an image-based reverse search is performed to retrieve vi-
sually similar images along with their associated metadata,
such as source domains, contextual captions, and publication
timestamps.

Multi-Stage Similarity-Based Evidence Refinement. To enhance
retrieval accuracy, we introduce a modular Filter Module designed
to perform hierarchical evidence refinement using both modality-
specific and cross-modal similarity metrics. This two-step process
ensures that only high-quality, relevant evidence is retained for
downstream reasoning. The filtering consists of two main stages:
Modality-Specific Similarity Filtering and Contextual Rele-
vance Filtering.

In the first stage, Modality-Specific Similarity Filtering, the
system assesses the relevance of both textual and visual evidence
by computing similarity scores.

o Textual Similarity Filtering: Semantic similarity is com-
puted between the input claim and candidate textual ev-
idence (e.g., captions, snippets) using transformer-based
dense embeddings (all-MiniLM-L6-v2) and cosine similarity
scoring.

e Visual Similarity Filtering: Perceptual similarity is com-
puted using Vision Transformer (ViT) embeddings, followed
by cosine similarity matching against the query image.

Candidates are retained if their similarity scores exceed a predefined
threshold:

Ssimilarity >0, 6=07 (1)

ensuring that only strongly relevant evidence is preserved for fur-
ther refinement.

The second stage, Contextual Relevance Filtering, applies
additional criteria to eliminate irrelevant, unreliable, or redundant
information. This process involves:

e Domain Filtering: Retaining evidence only from verified
and reputable sources (e.g., trusted news outlets) to ensure
reliability.

e Language Filtering: Excluding non-English evidence to
maintain linguistic consistency in downstream reasoning,
preventing misinterpretation due to translation errors.

¢ Redundancy Reduction: Removing duplicate or near-duplicate

entries through a domain-title deduplication heuristic to pre-
vent bias from redundant sources.

Visual-Centric Ranking. While both textual and visual similari-
ties are computed, the ranking mechanism prioritizes visual simi-
larity as the dominant factor in final candidate selection:

Sfinal = Svisual (2)

This prioritization is based on the observation that visually sim-
ilar images tend to preserve real-world contextual integrity and
are less susceptible to manipulative textual reframing. Although se-
mantic similarity remains a secondary criterion, it is used to resolve
borderline cases and refine rankings within visually similar can-
didate sets. Following the filtering and ranking stages, the refined
evidence set is consolidated into a unified multimodal representa-
tion that includes both text-based and image-based evidence. This
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Figure 1: Overview of E-FreeM? Framework. Our efficient training-free multi-scale and cross-modal news verification system
operates through two main components: (1) Multi-Scale Cross-Modal Evidence Retrieval - employing dual textual and visual
retrieval pipelines with hierarchical similarity-based filtering and visual-centric ranking to obtain contextually relevant
evidence from external sources; and (2) Two-Stage Multimodal OOC Detection - Stage 1 performs evidence-guided multimodal
verification using structured reasoning to assess claim-evidence alignment, while Stage 2 conducts final multimodal decision
reasoning through comprehensive synthesis of external evidence and direct visual analysis.

structured set is then processed by the reasoning module, which
utilizes it for OOC detection and explanatory output generation.

3.2 Two-stage Multimodal OOC Detection

To enable robust and efficient Out-of-Context (OOC) misinforma-
tion detection, we propose a Two-Stage Multimodal OOC Detec-
tion framework that integrates external evidence retrieval with
structured reasoning mechanisms. This approach is inspired by
professional fact-checking workflows, where retrieved knowledge
is combined with scene-level image understanding to assess the
veracity of claims. By leveraging cross-modal retrieval and stepwise
multimodal reasoning, the system ensures accurate, interpretable,
and contextually aware decision-making.

Stage 1: Evidence-Guided Multimodal Verification. In the first
stage, we focus on verifying the consistency between the claim,
expressed through the news caption, and external candidate evi-
dence retrieved from trusted sources. A Multimodal Large Language
Model (Gemini) is utilized to assess the alignment between the tex-
tual content of the caption and the retrieved candidate information.

Each candidate is represented using a structured schema that in-
corporates semantic features and similarity metrics, capturing how
well the external evidence supports or challenges the caption’s nar-
rative. The model performs a hierarchical verification process that
integrates similarity analysis with contextual reasoning. Rather
than relying on isolated features, it jointly considers image-caption
consistency, the credibility of external sources, and the degree to
which the retrieved evidence substantiates or challenges the claim.
Particular attention is paid to verifying critical elements such as
depicted entities, temporal and spatial references, and the overall
coherence between the news image, caption, and external evidence.

Stage 2: Final Multimodal Decision Reasoning. In the second stage,
the system performs a comprehensive synthesis of multimodal in-
sights to reach a final determination regarding the out-of-context
status of the claim. A dedicated decision module, powered by a
Multimodal Large Language Model (GPT-40 mini), integrates the
verification outcome from Stage 1 with direct visual reasoning over
the news image. The model combines external evidence results with
scene-level image understanding to perform structured reasoning.



E-FreeM?: Efficient Training-Free Multi-Scale and Cross-Modal News Verification via MLLMs

It extracts key semantic elements from the image, such as enti-
ties, locations, objects, and contextual cues, and cross-references
these against the claims and implications present in the caption.
Additionally, the model assesses whether the caption introduces
misleading narratives or selective framing that may distort the
intended message conveyed by the image.

Specifically, we outline the CoT techniques integrated into the final
checking prompts:

e Step-by-step Analysis: The prompts require users to follow
a series of logical steps, breaking down the task into manage-
able parts, such as caption matching, evidence verification,
and contextual alignment [33]. This decomposition of the
task enhances clarity and supports structured reasoning.

o Contextual Reasoning: The prompts emphasize the im-
portance of understanding the broader context surrounding
the image [22]. This includes verifying details such as the
location, time, people, and specific events depicted in the im-
age. Contextual reasoning ensures that captions are not only
checked for direct matches but are also evaluated against
the broader situational factors.

e Verification of Evidence: A key CoT technique used in the
prompts is the validation of evidence from multiple sources.
The instructions encourage the use of supporting evidence
(e.g., textual descriptions, image similarity scores, domain
authority) to substantiate claims made by the caption. This
evidence-based reasoning enhances the accuracy of the final
decision.

e Confidence Scoring: The prompts incorporate a confidence
scoring system (ranging from 0 to 10) to reflect the certainty
of the decision [19]. CoT techniques are evident in this step,
as each piece of evidence (such as the similarity of the caption
or image) contributes incrementally to the overall confidence
score, thus facilitating a more nuanced decision-making pro-
cess and avoiding hallucination.

Overall, the incorporation of chain-of-thought methodologies
in multimodal language models has shown significant potential in
enhancing model performance and addressing complex reasoning
tasks across various domains.

4 Experiment
4.1 Experimental Setup

4.1.1 Dataset. We evaluate our framework on the NewsCLIPpings
dataset, the largest benchmark for out-of-context (OOC) misin-
formation detection to date. NewsCLIPpings is constructed from
VisualNews, a large-scale corpus comprising image-caption pairs
sourced from four major news outlets: The Guardian, BBC, USA
Today, and The Washington Post. The OOC instances are gener-
ated by replacing original images with visually or semantically
similar images retrieved from unrelated news events, creating chal-
lenging mismatches between images and captions. Following prior
work, we evaluate exclusively on the Merged/Balance test set (7,264
samples), which ensures a balanced mix of in-context and out-
of-context cases across retrieval strategies. Using a training-free
approach, we report overall accuracy, along with separate scores
for Out-of-Context (OOC) and Not-Out-of-Context (NOOC) cases.
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4.1.2  Evaluation Metrics. Accuracy: measures the overall correct-
ness of the model’s predictions by evaluating the proportion of
correctly classified samples. It is reported across three categories:
(1) All, which represents the overall accuracy across all samples, (2)
0OOC (Out-of-Context), which measures accuracy for detecting
fake news, and (3) NOOC (Not Out-of-Context), which evaluates
accuracy on identifying real news.

4.2 Performance Comparison

Method All 00C NOOC
SAFE [40] 528 548  52.0
EANN [32] 581 618 562
VisualBERT [10] 586 389 784
CLIP [23] 660 643 677
DT-Transformer [1] 771 74.8 75.6
CCN [16] 847 848 845
Neu-Sym detector [38]  68.2 - -
SNIFFER 88.4 86.9 91.8
E-FreeM? (Ours) 90.0 90.67 89.49

Table 1: Accuracy (%) comparison of different methods.

4.2.1  0OC Detection Comparison. Table 1 shows that E-FreeM?
achieves the highest overall accuracy (90.0%), outperforming all
baseline methods, including SNIFFER (88.8%), CCN (84.7%), and DT-
Transformer (77.1%). Notably, E-FreeM? excels in Out-of-Context
(OOC) detection with 90.67%, surpassing SNIFFER (86.9%) by a sig-
nificant margin, while maintaining competitive performance in
Not-Out-of-Context (NOOC) cases (89.49%). These results demon-
strate that E-FreeM? effectively distinguishes between in-context
and out-of-context samples, validating its robustness across differ-
ent retrieval strategies.

4.2.2  Efficiency Comparison. Table 2 highlights the efficiency of
our method compared to existing approaches in terms of trainable
parameters and inference time. Unlike VisualBERT (110M), CLIP
(149M), and SNIFFER (99M), which require a substantial number of
trainable parameters, our method operates with zero trainable pa-
rameters, demonstrating its lightweight and training-free nature.
Additionally, our approach achieves an inference time of 12.77
seconds when classifying a sample, emphasizing its computational
efficiency, as shown in Table 1.

Method Trainable Params
VisualBERT [10] 110M

CLIP [23] 149M
SNIFFER 99M

Ours oM

Table 2: Trainable parameters and inference time of different
methods.
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4.3 Ablation Studies

4.3.1 Ranking and Filter Strategies. To evaluate the effectiveness of
different evidence filtering strategies, we conducted a performance
comparison using three ranking approaches: Similarity Only, Do-
main Only, and Both (combining similarity and domain filtering).
The results were visualized in Figure 2, where the x-axis repre-
sents ranking positions (Top-1, Top-2, and Top-3), and the y-axis
represents accuracy (%) in detecting out-of-context (OOC) misin-
formation. The results indicate that combining similarity-based
and domain-based filtering yields the highest accuracy across all
ranking positions, outperforming approaches that rely solely on
either method. While similarity-based ranking provides strong con-
textual relevance, integrating domain reliability further enhances
performance, demonstrating the importance of a hybrid filtering
strategy for effective OOC misinformation detection.

100

mmm Similarity Only
) Domain Only
Both
90.0 89.5
88.7
ol g7e 887 7 Attt
87.6 or--"" B6.5 .
_________________ 85.2
sl B B
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E 80
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60 - : : :
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Figure 2: Ablation results with filter strategies

4.3.2  Training Dataset Utilization. To compare the effectiveness
of our approach against SNIFFER, Figure 3 plots accuracy (%) on
the y-axis and the proportion of training data used on the x-axis,
where SNIFFER’s performance improves with more data, while our
method (marked with a red star) achieves higher accuracy without
requiring any training data. The results demonstrate that our ap-
proach significantly outperforms SNIFFER, highlighting its efficacy
as a training-free solution for OOC misinformation detection.
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Figure 3: DPercentage of wused training set of
NewsCLIPpings[13]
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Method Accuracy
E-FreeM? (Ours) 90.0
- w/o Image Evidences 76.48
- w/o Text Evidences 77.05
- w/0 Domain Filters 56.46

Table 3: Evaluation results for different evidence filtering
methods.

4.3.3  Effects of filtering methods. Table 3 shows the impact of evi-
dence filtering on model performance. The full model achieves the
highest accuracy (90.0%). Removing either image evidence (accu-
racy drops to 76.48%) or text evidence (accuracy drops to 77.05%)
significantly degrades performance, indicating both are crucial.
Conversely, low-quality evidence severely harms performance: re-
moving domain filters, which eliminate such evidence, causes ac-
curacy to plummet to 56.46%. This underscores the critical role of
domain filtering in maintaining contextual understanding and high
accuracy by removing detrimental inputs.

5 Limitation and Discussion

While E-FreeM? demonstrates strong performance, certain limi-
tations should be acknowledged for future improvement. Firstly,
the framework’s reliance on external search engines for evidence
retrieval introduces a dependency on the availability and quality
of these external sources. Secondly, the current implementation
is primarily focused on English-language content, potentially lim-
iting its applicability in other linguistic contexts. Thirdly, while
effective against OOC misinformation, its robustness against other
sophisticated manipulations, such as deepfakes, has not been ex-
tensively evaluated. Furthermore, the visual-centric ranking, while
beneficial, might underperform in scenarios where textual cues are
more critical than visual similarity. Finally, the efficiency of the
multi-stage filtering process could be further optimized to reduce
latency in real-time applications.

6 Conclusion

This paper presents a novel framework for training-free, cross-
modal fact verification. Out-of-context misinformation detection is
the task of identifying misleading image-caption pairs that misrep-
resent visual content. Our approach, E-FreeM?, utilizes multi-scale
retrieval pipelines and a dual-stage reasoning mechanism based on
large multimodal language models to analyze contextual consis-
tency between images, captions, and externally retrieved evidence.
By combining cross-modal evidence refinement and structured
chain-of-thought reasoning, our system delivers highly accurate
and interpretable verification results.

Future directions include extending E-FreeM?”'s capabilities to
handle multilingual content and exploring defenses against more so-
phisticated manipulations such as deepfakes. We also aim to further
optimize latency and retrieval mechanisms to enable even faster
fact-checking on edge devices. By harnessing the full potential of
multimodal reasoning and retrieval, we hope to build even more
adaptable, secure, and robust solutions to combat misinformation
in dynamic media environments.
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