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Abstract—Social engineering attacks using email, commonly
known as phishing, are a critical cybersecurity threat. Phishing
attacks often lead to operational incidents and data breaches.
As a result, many organizations allocate a substantial portion
of their cybersecurity budgets to phishing awareness training,
driven in part by compliance requirements. However, the
effectiveness of this training remains in dispute. Empirical
evidence of training (in)effectiveness is essential for evidence-
based cybersecurity investment and policy development. De-
spite recent measurement studies, two critical gaps remain in
the literature: (1) we lack a validated measure of phishing lure
difficulty, and (2) there are few comparisons of different types
of training in real-world business settings.

To fill these gaps, we conducted a large-scale study
(N = 12,511) of phishing effectiveness at a US-based financial
technology (‘“fintech”) firm. Our two-factor design compared
the effect of treatments (lecture-based, interactive, and control
groups) on subjects’ susceptibility to phishing lures of varying
complexity (using the NIST Phish Scale). The NIST Phish
Scale successfully predicted behavior (click rates: 7.0% easy
to 15.0% hard emails, p < 0.001), but training showed no
significant main effects on clicks (p = 0.450) or reporting (p
= 0.417). Effect sizes remained below 0.01, indicating little
practical value in any of the phishing trainings we deployed.
Qur results add to the growing evidence that phishing training
is ineffective, reinforcing the importance of phishing defense-
in-depth and the merit of changes to processes and technology
to reduce reliance on humans, as well as rebuking the training
costs necessitated by regulatory requirements.

1. Introduction

Phishing attacks critically impact organizations through
operational incidents, data breaches, and financial losses.
They constitute the primary attack vector to breach organi-
zations as highlighted by industry studies [1] and the US
Federal Bureau of Investigation (FBI) [1], [2]. To prevent
this class of attacks, organizations employ technical controls
(e.g., spam filters, attachment analyzers) complemented by
cybersecurity awareness training [3], [4].

Although these anti-phishing trainings are costly, their
effectiveness is in question. Organizational security aware-
ness programs often focus on compliance metrics rather than
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meaningful behavioral change [5]. Meanwhile, recent large-
scale evidence suggests that current approaches have limited
impact [4]. To better evaluate the effectiveness of anti-
phishing training, two questions arise. First, are some kinds
of training more effective than others? Second, how does
their effectiveness vary with the difficulty of the phishing
lure?

In this paper, we report the results of a measurement
study to address these questions. We situate the study in an
operational environment [6], set at a US-based international
fintech firm with 12,511 employees across multiple business
units. We compared three experimental conditions: a control
group (no training), traditional lecture-based training, and
lectures augmented with interactive phishing exercises. Sub-
jects in each condition received lures of varying complexity,
which we assigned difficulty levels using the NIST Phish
Scale. This study design enables rigorous evaluation of
training effectiveness across standardized difficulty levels on
a large population, improving on previous works that had
either been small-scale or lacking in systematic difficulty
assessment [7], [8].

Our findings were unfavorable for the conventional anti-
phishing trainings available from cybersecurity training ven-
dors. Neither mode of training produced statistically signifi-
cant improvements in phish click reduction (average: 10.4%)
or phish reporting behavior (average: 9.6%). However, the
NIST Phish Scale did predict user behavior, with phishing
lure difficulty having a highly significant effect on click-
through rates (F(2, 12086) = 41.415, p < 0.001, 2 = 0.007).
Thus our study shows that, while the NIST Phish Scale
provides a means of measuring the difficulty of different
lures, the trainings we applied did not help subjects perform
better on those lures.

We summarize our main contributions below:

1) Large-Scale Validation of the NIST Phish Scale. We
provide the most comprehensive empirical validation of
the NIST Phish Scale to date, demonstrating its predic-
tive utility across 12,511 participants in an operational
environment, showing strong correlation between diffi-
culty ratings and user susceptibility.

2) Realistic Assessment of Training Effectiveness. Our
results challenge optimistic assumptions about the effec-
tiveness of phishing training. We found no statistically
significant impact of training on either click rates or
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reporting behavior. Although these findings align with
recent large-scale studies from the healthcare [4] and
banking sectors [9], our study addresses explicit calls
from the research community for large-scale ecologically
valid studies combining standardized assessments of dif-
ficulty inside of an operational context [6], [10].

Significance: Our findings have important implications for
researchers, organizations, and regulators. For the research
community, we provide empirical assessment of training
effectiveness using rigorous methodology and standardized
difficulty measures. For organizations, our results suggest
the need for realistic expectations about training outcomes
and highlight the importance of complementing awareness
programs with robust technical controls rather than relying
primarily on human-centered defenses. Our validation of the
NIST Phish Scale’s predictive utility enables organizations
to use this tool for benchmarking the difficulty of their
phishing simulations. For regulators, our work contributes
to the growing body of evidence that organizational cyber-
security strategy should emphasize technical defenses [1]
rather than placing the burden on humans — requiring anti-
phishing training is costly and has minimal effect.

2. Background and Related Work

In a phishing attack, attackers send messages (phishing
lures) to targets whom they wish to persuade to act against
their own interests. Attackers seek results such as sensitive
information, account credentials, or the ability to control
the victim’s machine [1], [11]. Modern phishing campaigns
target individuals and organizations across multiple attack
vectors, applying conventional email phishing as well as
SMS-based attacks (“smishing”) and voice-based deception
(“vishing”) [12], [13]. Recent attacks have begun to incor-
porate Generative Al tools to produce tailored and realistic
messages. The severity, persistence, and increasing sophis-
tication of these attacks has established phishing detection
and prevention as a critical focus within both academic
cybersecurity research and industry practice [6], [14].

In this section, we summarize current defenses against
phishing (§2.1), discuss metrics for evaluating phishing ef-
fectiveness (§2.2), and review prior empirical studies (§2.3)
and knowledge gaps (§2.4).

2.1. Phishing Defenses

Phishing poses substantial risks to organizations, who
therefore erect multiple layers of defenses against these
attacks. We distinguish automated defenses from human-
focused ones.

2.1.1. Automated Defenses. Organizations employ a range
of technological defenses to mitigate phishing risks. These
include spam filters, attachment analyzers, and URL check-
ers [1], [14], [15]. More recently, machine learning ap-
proaches have been applied to detect phishing content.
Long Short-Term Memory (LSTM) models and optimized

TABLE 1: NIST Phish Scale for Detection Difficulty [32],
[33].

Cues \ Alignment \ Weak Medium  Strong
Few Medium Hard Hard
Some Easy-to-Medium  Medium Hard
Many Easy Medium  Medium

Random Forest algorithms [16] have demonstrated high
accuracy in detecting phishing attempts. As with everything
in cybersecurity, phishing is a cat-and-mouse game. Adver-
saries have begun to leverage artificial intelligence to create
more convincing lures. Large language models (LLMs) can
generate personalized and context-aware phishing emails
that are difficult for traditional filters to detect [3]. Tech-
niques like typosquatting, domain spoofing, and watering
hole attacks exacerbate this issue [1], [14].

2.1.2. Human-Focused Defenses: Training and Aware-
ness. Defending against phishing is understood not as solely
a technical problem, but rather as a socio-technical one [6],
[13]. Spear phishing and emerging phishing attacks present
sophisticated threats that overcome automated defenses [17],
[18], so human awareness of phishing remains necessary to
successful defense [19], [20].

There are many approaches to training humans to be
resilient to phishing attacks. Methods range from lecture-
style training involving passive videos and readings [21]
to simulation feedback providing immediate feedback after
interaction with phishing simulations [22], [23]. Interactive
training uses gamification or scenario-based learning to en-
gage participants [24], [25], while just-in-time training alerts
users in real time during risky behavior [26].

Anti-phishing trainings are frequently included within
the cybersecurity awareness trainings ubiquitous in orga-
nizations. Legal mandates drive the widespread adoption
of such training programs, with HIPAA requiring security
awareness training for healthcare organizations [27], GDPR
encouraging staff training on cybersecurity practices [28],
and PCI DSS mandating training for those handling card-
holder data [29]. Industry standards and frameworks further
reinforce these requirements, with ISO 27001 calling for
human resource security controls including awareness pro-
grams [30] and the NIST Cybersecurity Framework advising
phishing simulations under the “Identify” function [31].

2.2. Measuring Effectiveness of Phishing Training

The effectiveness of phishing training can be assessed
based on how resilient a target becomes to phishing lures.
§2.2.1 describes how lures can be categorized by their
complexity, and then §2.2.2 gives the standard metrics for
target resilience.

2.2.1. Measuring Training Lure Difficulty. To assess
phishing lure difficulty, the NIST Phish Scale categorizes
them along two dimensions as depicted in Table 1. Phish-
ing Cues represent observable errors or inconsistencies in



TABLE 2: Summary of Prior Experiments on Phishing and Training Interventions. Studies are organized by research context
(Lab vs. Real-World). Context: “Lab” denotes research simulations, where subjects are not in their work roles. “Real-World”
denotes studies where participants were employees acting in their job capacity. Complexity measure: Whether the study
controlled for the difficulty of the phishing tasks. v indicates the use of an open control such as NIST Phish Scale, and X
indicates no control. Hypotheses: How these works informed the hypotheses in the present study (cf. Table 3).

Work Context Population Sample size Complexity Compared Hypotheses
Measure Training
Approaches?
[8] (2024) Lab University students 96 X X H3
[34] (2024) Lab University students 117 v/ (NIST Phish X H4
Scale)
[7] (2022) Real-world Employees 119 X X H2
[22] (2017) | Real-world University students 150 X v H2, H3
[23] (2014) | Real-world Employees 1,359 X v H2, H4
[9] (2024) Real-world Banking employees “Thousands” b 4 b 4 H2
[35] (2023) Real-world Finance employees 5,000 X X H2
[4] (2025) Real-world  Healthcare employees 19,500+ X X H2
Ours Real-world Fintech org. 12,511 v/ (NIST Phish v —
Scale)

the email that might alert users to its fraudulent nature,
such as spelling mistakes, suspicious URLs, or format-
ting irregularities [34]. Premise Alignment measures the
relevance and familiarity of the email’s subject matter to
the recipient’s typical email environment and organizational
context [36]. A high alignment, messages that closely re-
semble emails users receive daily, combined with few ob-
vious cues yields the most deceptive and challenging-to-
detect phishing emails [17]. The scale allows organizations
to benchmark lure complexity and contextualize simulation
outcomes, though it requires sufficiently large sample sizes
for reliable use and consistent application [37].

2.2.2. Training Outcome Metrics. The effectiveness of

anti-phishing training is commonly measured in three ways:

e Open Rate captures the percentage of emails opened,
though this measurement can be deceptive since different
email clients and security settings can affect whether an
email is recorded as opened [36] we therefore largely
ignore this measure.

o Click-Through Rate (CTR) measures the percentage of
recipients who click on malicious links, serving as a
primary indicator of phishing susceptibility [22], [23].

e Reporting Rate tracks phishing incidents reported to secu-
rity teams, representing users’ proactive security behav-
iors and ability to recognize suspicious content [18], [38].

2.3. Empirical Studies of Anti-Phishing Training

For reviews of knowledge about susceptibility to phish-
ing and about anti-phishing training, we refer the reader to
recent works by Marshall et al. [21] and Franz et al. [10].
This section focuses on the aspect of the literature to which
this study contributes. We discuss the settings of prior work

(§2.3.1), the assessments of different trainings (§2.3.2), and
measurement and evaluation methods (§2.3.3).

2.3.1. Scale and Context of Prior Work. Many phishing
training studies have been conducted in controlled laboratory
settings, where researchers benefit from a high degree of
experimental control. Studies of this sort have provided
numerous insights, including that active learning and im-
mediate feedback can improve short-term detection rates,
and have explored how individual differences affect training
outcomes [7], [21]. However, as noted by Franz et al. [10],
these controlled settings may lack ecological validity. In
laboratory environments, participant samples are typically
small and consist of homogeneous groups such as academics
and students. Due to this, and the artificial nature of lab
tasks, these studies may not accurately reflect the complexi-
ties and distractions of real-world environments. This raises
questions about the generalizability of laboratory findings
to operational contexts, where additional factors can alter
training effectiveness.

In response, a growing number of studies have begun
examining phishing training in real-world organizational
environments. Doing et al. [9] analyzed phishing reporting
behaviors across thousands of bank employees, while Ho
et al. [4] conducted a comprehensive evaluation with over
19,500 healthcare employees across 10 simulated phish-
ing campaigns, reporting minimal effectiveness of both an-
nual cybersecurity awareness training and embedded anti-
phishing training. To date, however, these larger studies have
lacked a standardized method for assessing the difficulty of
the phishing lures in question [4], [9], or have focused pri-
marily on observational analysis rather than controlled train-
ing interventions with standardized difficulty measures [9].

Our study contributes to the evidence on real-world
human phishing resilience, with data from approximately
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Figure 1: Ilustration of our methodology. Our two-factor design randomly assigns different trainings to different subjects,
and then randomly sends phishing lures of varying complexity to the subjects. We compared between-subject performance
using lure click rate and lure report rate in order to test four hypotheses derived from prior work.

12,000 subjects in a fintech enterprise, while maintaining
experimental control and measuring lure difficulty with the
NIST Phish Scale framework. This approach allows us to
examine whether the modest training effects we observe
align with Ho er al’s findings, while providing additional
insights into how training effectiveness varies by phishing
sophistication.

2.3.2. Training Intervention Approaches. Franz er al. [10]
provide a comprehensive taxonomy identifying five cate-
gories of phishing interventions: training, awareness, ed-
ucation, notifications, and design interventions. Our study
contributes empirical data within their training category,
specifically comparing lecture-based delivery against inter-
active modalities. While Schoni et al. [8] demonstrated
effectiveness of personalized training approaches, and our
work examines scalable training modalities that can be
deployed across demographically diverse cohorts without
individualization, recent large-scale studies suggest that the
practical benefits of such training interventions may be more
limited than previously assumed [4]. Our study builds on this
foundation by applying the NIST Phish Scale to measure
lure difficulty in line with current guidance, operationalizing
the scale at unprecedented scale, and measuring outcomes
(clicking, reporting) post-intervention, allowing for practical
comparison across conditions and lure complexity.

2.3.3. Measurement and Evaluation Methods. A critical
gap in prior work has been the lack of standardized difficulty
assessment for phishing simulations. Barrientos et al. [39]
conducted early validation work on the NIST Phish Scale,
while Dawkins and Jacobs [33] provided the official imple-
mentation guidelines. However, no studies have operational-
ized the scale at enterprise level nor examined how difficulty
interacts with training effectiveness. We applied the scale
across varied training modalities and measuring multiple
outcome measures (clicking, reporting) post-intervention.

2.4. Research Gaps

Table 2 summarizes the preceding analysis as two gaps.
First, prior work has primarily focused on individual-level
factors influencing phishing susceptibility. The interaction

between training modality and phishing difficulty — a key
question for optimizing organizational defenses — has re-
ceived little attention. Second, despite widespread adoption
of phishing training, few studies rigorously assess outcomes
against standardized difficulty measures or operate at suffi-
cient scale for robust inference.

This study addresses those gaps by applying the NIST
Phish Scale [33] to evaluate training effectiveness across
varied phishing difficulty levels in an enterprise deployment
with over 12,000 participants. In this study, our objectives
are to: (1) operationalize the NIST framework at scale, (2)
examine how difficulty influences detection and reporting
across training modalities, (3) provide comparative evidence
on lecture-based versus interactive approaches, and (4) offer
guidance for large-scale awareness efforts under conditions
of modest effectiveness [4]. This enables evidence-based
decision-making on phishing defense strategies that account
for both training design and message complexity.

3. Methodology

In this section, we describe the methodology of our
measurement study, including our hypotheses, experimental
design, participant demographics, training modalities, and
phishing simulations. An illustration is given in Figure 1.
Our two-factor study design controls for the effect of train-
ing modality and task complexity. We make the first real-
world application of the NIST Phish Scale framework [33],
allowing us to evaluate the effectiveness of different training
modalities across standardized difficulty levels in an opera-
tional environment.

3.1. Hypotheses

Based on prior work on phishing training efficacy [4],
[51, [71, [10], [22], [23] and documented differences in risk
perception [6], [9], we formulated four hypotheses to test in
this work. Table 3 states each hypothesis, its basis, and its
relation to prior work.

To summarize, H1 represents the foundational assertion
of the NIST Phish Scale framework [33]; H2 and H3
capture the intended effects of training interventions, with



TABLE 3: Summary of study hypotheses, their theoretical grounding, and relation to prior work. The hypotheses address
the effects of phishing email difficulty, training, and training modality on detection and reporting behaviors.

Hypothesis

Theoretical and Empirical Basis

Relation to Prior Work

H1 (Phish Scale Effect): Phishing emails with
higher difficulty, as measured by the NIST
Phish Scale, will exhibit higher click-through

rates than those with lower difficulty. email analysis [40].

H2 (Training Impact — General): Training
will increase the detection and reporting of
phishing emails.

study [4].

H3 (Interactive Training Effect —
Reporting): Interactive components
(Trained+Exercise) will lead to significantly
higher reporting rates than lecture-only
training (Treatment A).

H4 (Interaction Effect): There will be a sig-
nificant interaction between training modality
and phishing difficulty, with interactive train-
ing being more beneficial for easier lures.

Grounded in the foundational NIST Phish Scale
framework [33] and validation studies [39]. Sup-
ported by phishing cue research [34] and systematic

Evidence of training efficacy, reduced click
rates [22], improved detection accuracy [7], and
short-term benefits [21]. Disputed by a recent

From Franz et al’s modality taxonomy [10],
and evidence of the effectiveness of active and
feedback-rich training [8], [21], [22].

Emerges from cognitive load and decision strat-
egy research [19], difficulty-aware detection pat-
terns [40], and findings on human limitations [6].

The NIST Phish Scale has been validated in lab
settings [39]. We provide the first large-scale
enterprise validation.

Tests whether training effects from small-scale
studies [7], [22] replicate at scale, addressing the
call for large-sample validation [10].

Builds on academic findings of interactive train-
ing benefits [21], [22]. We provide the first test
at organizational scale.

Addresses the gap identified by Franz et al. [10]
regarding interaction effects between training
and phishing complexity, largely unexplored em-
pirically.

H3 specifically testing whether interactive modalities pro-
vide measurable benefits over passive learning approaches;
and H4 reflects our expectation that training effectiveness
may diminish for highly sophisticated phishing attempts, as
advanced phishing emails may exceed individuals’ detection
capabilities regardless of training modality.

With respect to hypothesis novelty and prior testing, H1
has been tested in small academic settings [39] but never
at enterprise scale; H2 and H3 build on established training
effectiveness research [7], [21], [22] but test these findings
in a large-scale operational context using standardized dif-
ficulty measures; and H4 is novel, addressing the research
gap identified by Franz et al. [10] regarding interactions
between training modality and phishing complexity, which
has received minimal empirical attention in prior work.

3.2. Study Design

To test the hypotheses, we employed a between-subjects
experimental design [35]. Subjects were randomly assigned
to one of three experimental conditions using our organiza-
tion’s training management system. Each condition reflected
the phishing training they received (§3.3). Subjects were
recruited (§3.4), trained, and later received simulated phish-
ing emails (§3.5). We compared subjects’ performance in
handling these phishing emails between the treatments using
several standard metrics (§3.6).

3.3. Training Modalities

For the purposes of this research, the principal researcher
collaborated with a cybersecurity training vendor who pro-
duces comprehensive security awareness training materials,
phishing simulation exercises designed to augment those
materials, and implementation assistance for organizational

deployment. This partnership enabled access to profession-
ally developed training content and established phishing
templates while maintaining the experimental rigor neces-
sary for our evaluation.

The vendor offers three distinct training modalities,
though we focused our evaluation on two of these ap-
proaches. The primary modality for cybersecurity awareness
training consists of lecture-based videos that discuss the dan-
gers of various social engineering attacks, including phish-
ing recognition tactics, social engineering techniques, and
organizational security protocols. Our vendor, along with
many others in the industry, supplements this foundational
training with interactive phishing exercises that present users
with samples from a library of approximately 20 phishing
templates. These exercises guide users through identifying
suspicious elements and security deficiencies in emails that
roughly correspond to the cues assessed by the NIST Phish
Scale.

The vendor also provides a third modality referred to as
“in-place training.” This approach occurs during phishing
simulations when users click on malicious links, instead
of being directed to a malicious website, they are im-
mediately redirected to a training webpage that explains
why the email they clicked should have been detected as
fraudulent. However, decades of research into the effec-
tiveness of embedded training environments [23] and re-
cent comprehensive research by Ho et al. [4] convinced
us that monitoring the results of in-place training was
not necessary for our research objectives. Ho’s large-scale
study across 19,500 healthcare employees found minimal
effectiveness of embedded training approaches, providing
thorough and convincing evidence that this modality offers
limited practical value compared to the lecture-based and
interactive approaches we chose to evaluate. We employed
two distinct training approaches in collaboration with our
cybersecurity training vendor, building on established tax-
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onomies of phishing interventions [10]. Both modalities fall
within Franz et al.’s “training” category [10], specifically
comparing passive lecture-based delivery Figure 2against
interactive approaches with embedded learning elements.

Treatment A: Lecture-Based Training: The lecture-style
training consisted of fifteen brief instructional videos, each
lasting 1-2 minutes, covering core cybersecurity aware-
ness topics including phishing recognition tactics, social
engineering techniques, and organizational security proto-
cols [22]. The videos specifically addressed phishing iden-
tification strategies, emphasizing visual cues such as sus-
picious URLs, sender inconsistencies, and urgency tactics
commonly employed by attackers. Following the video con-
tent, participants completed a knowledge assessment quiz
reviewing key concepts from the training materials. This
approach represents the traditional passive learning modality
widely deployed in organizational cybersecurity training
programs [23].

Treatment B: Interactive Training (Training + Exer-
cise): The interactive group received the identical lecture-
style training described above, plus an additional hands-on
component consisting of simulated phishing exercises with
immediate feedback. During these exercises, participants
were presented with sample emails and asked to identify
whether each message was legitimate or malicious. The
system provided real-time feedback explaining the reasoning
behind correct identification, highlighting specific phishing
indicators, and reinforcing appropriate response behaviors
such as using the “Report Phish” button in the email
client [22]. This interactive component was designed to
provide experiential learning opportunities that complement
the passive video instruction, following research suggesting
that active engagement enhances retention and behavioral
change in cybersecurity training contexts [33].

Control Group: The control group received no cyber-
security training prior to the phishing simulation phase.
This group was included to establish baseline susceptibility
measurements. Control group participants received the same
training materials after completion of the study to ensure
organizational compliance with cybersecurity awareness re-

TABLE 4: Recruitment Pool and Completion Rates by Ex-
perimental Condition. Note the comparable drop-out rates
by condition.

Condition Recruited Completed
Training Only (Treatment A) 6,758 6,023 (89.1%)
Training + Exercise (Treatment B) 6,764 6,026 (89.1%)
Control Group 529 462 (87.3%)
Total 14,051 12,511 (89.0%)

quirements. Organizational constraints compelled us to use
a relatively small control group, as ACME Corp. required
that the majority of employees receive some form of cyber-
security training for compliance purposes.

3.4. Subject Recruitment

Study Context: The subjects were employees at a U.S.-
based international financial technology (“fintech”) firm.
Participants represented a diverse cross-section of the or-
ganization, including employees from finance, technology,
operations, customer service, and administrative functions.
All participants were full-time employees with active email
accounts who regularly use organizational communication
systems and speak English.

We excluded participants who: (1) had inactive email
accounts during the simulation period, (2) were on extended
leave during the study period. Additionally, participants who
received phishing simulations but had technical delivery
failures (bounced emails, system errors) were excluded.

Subject Recruitment: This study leveraged organizational
security training data collected as part of routine cybersecu-
rity awareness training. The training was introduced through
official organizational communications emphasizing its im-
portance for maintaining security compliance and protecting
organizational assets. This training was mandatory due to the
organization’s need for regulatory compliance (cf. §2.1.2).

Data were collected from Dec. 2024 — Apr. 2025. Partic-
ipants had a one month window to complete their assigned
training modules, with automated reminders sent at regular
intervals. Training completion was tracked and verified.

Randomization: Subjects wre randomly assigned to each
treatment. To mitigate bias by organizational role or func-
tion, we used stratified sampling [41] across departments to
ensure representative distributions in each treatment group.

Completion Rates: Our data came from the 12,511 partici-
pants who completed the full experimental protocol. Table 4
shows the completion rates by treatment type. The compara-
ble completion rates across conditions (ranging from 87.3%
to 89.1%) suggest that our random sample was preserved
between recruitment and completion.

Ethical Considerations: We acknowledge that employee
consent in workplace security training cannot be considered



fully voluntary due to inherent power dynamics and employ-
ment dependencies [5]. However, several ethical safeguards
were incorporated: all employees received security training
regardless of group assignment, individual performance data
was anonymized and never used for personnel decisions, and
phishing simulation templates excluded content designed to
cause psychological distress (§3.5).

The research protocol was reviewed by the academic
institution’s IRB, which determined that analysis of op-
erational security training data does not constitute human
subjects research under federal guidelines, as it involves
analysis of data collected for legitimate business purposes
rather than research-specific data collection [5].

See Appendix 3 for an extended discussion of ethics.

3.5. Phishing Simulations

After training, all subjects received one simulated phish-
ing email, of varying complexity. We first describe how we
defined complexity using NIST Phish Scale, and then how
we deployed the phishing simulation.

3.5.1. Template Selection using NIST Phish Scale. To
establish controlled and consistent evaluation of participant
responses, we systematically assessed and categorized the
difficulty of each simulated phishing email using a struc-
tured expert review process informed by the NIST Phish
Scale framework [33]. Phishing templates were initially
selected from our cybersecurity training vendor’s library,
which provided preliminary difficulty assessments (easy,
medium, hard). We then independently evaluated these tem-
plates using the official NIST Phish Scale User Guide
methodology to ensure accurate difficulty classification.

The assessment team comprised three members of
ACME Corp.’s IT security staff, each with substantial ex-
perience in identifying real-world phishing attacks and an-
alyzing user behavior in response to simulated campaigns.
This multi-rater approach follows established practices for
enhancing reliability and validity of stimulus assessment in
cybersecurity research [19]. Two team members indepen-
dently evaluated each phishing email template, rating the
perceived human difficulty in correctly identifying the email
as malicious using structured criteria derived from the NIST
Phish Scale methodology.

Our implementation followed the official NIST Phish
Scale User Guide [33], evaluating templates across two
primary dimensions. For the Phishing Cues dimension,
raters assessed observable indicators that might alert users
to fraudulent content, including spelling errors, suspicious
URLs, formatting inconsistencies, and sender authenticity
markers [34]. Fewer or less obvious cues indicated higher
difficulty ratings.

For the Premise Alignment dimension, raters evaluated
how well each email’s subject matter, sender, and content
aligned with typical organizational communications that
ACME Corp. employees receive in their regular work-
flow. This assessment considered whether the email ap-
peared to originate from familiar organizational systems

(e.g., HR portal, IT helpdesk, financial systems), addressed
topics relevant to employee responsibilities, and used lan-
guage and formatting consistent with legitimate internal
communications [6]. Higher premise alignment—emails
that closely resembled routine organizational correspon-
dence—contributed to increased difficulty ratings.

Following independent assessment, the two raters com-
pared their evaluations for each email template. Any dis-
agreements regarding difficulty classification were discussed
to identify the specific cues or contextual elements that
led to differing conclusions. A third senior IT security
expert then reviewed each email and the rationales provided
by the independent raters, serving as a final validator to
reach consensus difficulty ratings for each template. This
collaborative validation process ensured that our phishing
simulation represented a controlled range of difficulty levels
essential for evaluating training effectiveness across stan-
dardized complexity measures [39].

Difficulty Categorization and Distribution: Following the
NIST framework, we created a 3x3 classification matrix
combining cue visibility (few-low, some-medium, many-
high) with premise alignment (weak-low, medium, strong-
high). Templates were assigned composite difficulty scores
by summing both dimensions, with scores ranging from 2
(easy: high cues, low alignment) to 6 (hard: low cues, high
alignment).

Our final simulation campaign included nine distinct
phishing templates across three difficulty categories:
o Easy: 5,721 emails (45.7% of total simulations)
e Medium: 2,279 emails (18.2% of total simulations)
o Hard: 4,511 emails (36.1% of total simulations)

Attachment - xis o Attachment - Word [+ ]

Easy - English " Hard -+~ English

(a) “Easy”: low premise, high (b) “Hard”: high premise, low
cues. cues.

Figure 3: Example templates. The “Easy” template has low
premise alignment and high cues; the “Hard” is the inverse.

3.5.2. Simulation Deployment. Phishing simulations were
distributed among participants within a three-month window
after training completion. Each participant received one
phishing email. Templates were randomly assigned to ensure
balanced distribution across experimental conditions.

The deployed templates were constrained by organiza-
tional considerations. ACME Corp.’s management requested
the exclusion of highly distressing content (e.g., emergency
family situations, personnel security scenarios) to minimize
employee psychological impact. This constraint reflects the



practical limitations of conducting research within opera-
tional environments, where employee welfare considerations
influence experimental designs [9].

Technical delivery failures, including bounced emails
and system errors, resulted in participant exclusion from
analysis to maintain data integrity.

3.6. Metrics

Our outcome measures followed established practices in
phishing research [22], [23].

e Open Rate captured the percentage of recipients who
opened the simulated phishing email, measured via em-
bedded tracking pixels, though we acknowledge this met-
ric can be influenced by email client settings and security
configurations [36].

o Click-Through Rate (CTR) measured the percentage of re-
cipients who clicked on malicious links within the phish-
ing emails, serving as our primary indicator of phishing
susceptibility [7].

e Reporting Rate tracked the percentage of recipients who
reported the suspicious email to the organization’s security
team using the integrated “Report Phish” button, repre-
senting proactive security behavior and successful threat
recognition [9].

The simulation platform tracked these metrics as fol-
lows: email open rates were tracked via embedded tracking
pixels, click-through rates were tracked via unique URLs,
and reporting rates were tracked via integration with the
organization’s security incident reporting system.

3.7. Analysis

Data Validation and Quality Assurance: Prior to analysis,
we conducted extensive data validation to ensure analytical
integrity. This included verification of random assignment
effectiveness across groups, assessment of technical delivery
success rates, and examination of potential outliers or data
anomalies. Participants with incomplete data due to tech-
nical failures, extended leave, or incomplete training were
excluded from analysis to maintain dataset quality [39].

Statistical Approach: We employed two complementary
analytical approaches to examine training effectiveness.
Our primary analysis used two-way analysis of variance
(ANOVA) to test main effects and interactions between
training modality (Control, Training Only, Training + Ex-
ercise) and phishing difficulty level (Easy, Medium, Hard)
on our outcome measures. Note that although ANOVA with
binary outcomes violates standard normality assumptions,
this approach aligns with established practices in phishing
research [22], [23] and enables direct comparison with prior
studies.

To address the limitations of ANOVA with binary data,
we conducted confirmatory analyses using logistic regres-
sion models appropriate for binary outcomes (clicked/didn’t
click, reported/didn’t report). The logistic regression mod-
els employed maximum likelihood estimation and provided

odds ratios for effect size interpretation. Both analytical
approaches yielded consistent conclusions regarding training
effectiveness, with ANOVA providing F-statistics for com-
parison with prior literature and logistic regression offering
more statistically appropriate modeling of our binary out-
comes. We report both approaches to provide comprehensive
statistical evidence while acknowledging the methodological
trade-offs inherent in each approach. All analyses were
conducted using Python 3.9 with statsmodels and scikit-
learn libraries for statistical modeling and cross-validation.

3.8. Threats to Validity

We encourage the reader to take several important lim-
itations into consideration when interpreting the results of
our study. We consider three threats to validity in our work:
threats to construct, internal, and external validity [42].

Construct Validity: Construct validity is concerned with
whether we operationalized the desired constructs of our
study appropriately. In this study, we worked with two
primary constructs: (1) the particular interpretations of the
two different types of phishing training we deployed, which
depend on our cybersecurity training vendor; and (2) our
assessment of the difficulty of phishing lures.

It is possible that our cybersecurity vendor’s training was
simply lackluster, hence its failure to produce any significant
improvement in subject performance. However, note that our
results align with prior work that used different trainings.
Meanwhile, to control for subjectivity in rating phishing
lures, we applied the NIST Phish Scale and used multiple
independent analysts to judge difficulty.

Internal Validity: Internal validity threats affect the relia-
bility of conclusions we have about the relationship between
the cause and the effect we observe. For our study, we used
a stratified random sampling method in order to mitigate the
potential biases related to job role and other organizational
issues, allowing us to use that as a proxy for other factors
such as technical background, educational attainment, etc.
Due to the large sample sizes for our two different treatment
groups, our study has significant statistical power; however,
due to organizational constraints, we were required to limit
the sample size for our control group.

External Validity: External threats impact the generaliz-
ability of our research. Our study was situated in the USA
at a fintech company. The fintech industry context may
limit generalizability to other sectors, as financial services
employees may have different baseline levels of security
awareness when compared to other industries. However,
given the minimal effect sizes measured in our study, it is
unclear how large of a threat this is. The study’s focus on
immediate post-training effects also limits our understanding
of long-term training impact. Future research should exam-
ine whether the modest effects we observed persist over time
or diminish as training recency decreases, or if they improve
with volume or other dimensions.



TABLE 5: Summary of Training Effectiveness Results. Av-
erage rates show that trained groups performed similarly to
control group, with modest differences across conditions.

Aspect Results

Effect Size Generally modest, consistent with

recent large-scale findings [4]

Click Rates

Overall Click Rate 10.4% across all participants

Control Group Average 9.8%

All Trained Average 10.5%
Training Only 10.6%
Training + Exercise 10.4%

Report Rates

Overall Report Rate 9.6% across all participants

Control Group Average 8.9%
All Trained Average 9.7%
Training Only 9.5%
Training + Exercise 9.9%

Statistical Effects

Training Effect on Click Rates  p = 0.450 (not significant)

Training Effect on Report p = 0.417 (not significant)

Rates

NIST Phish Scale Effect
Easy Difficulty
Medium Difficulty
Hard Difficulty

p < 0.001 (highly significant)
7.0% click rate

8.7% click rate

15.0% click rate

Interaction Effects Revealed nuanced patterns with

difficulty levels

4. Results

Our analysis examined the effectiveness of phishing
training across 12,511 participants randomly assigned to
three experimental conditions. Table 5 gives a summary of
our key results. Next we present our findings organized by
hypothesis, with detailed statistical analysis and effect size
reporting for each. Our large-scale study revealed several
key findings regarding the effectiveness of phishing training
interventions and the predictive utility of the NIST Phish
Scale.

4.1. H1: Phish Scale Effect

Training showed mixed effectiveness in our study. While
we observed statistically significant effects for some out-
comes, effect sizes were generally modest, consistent with
recent large-scale findings suggesting limited practical im-
pact of current training approaches [4]. Overall click rate

5%

Training Effectiveness by Difficulty Level
Interaction Effects on Phishing Susceptibility

1B3% 5%

Click Rate (%)
#

Easy Medium Hard
Phishing Difficulty Level

Figure 4: Comparison of effect sizes of phishing susceptibil-
ity. Bars show the variance explained by phishing difficulty
(per the NIST Phish Scale) for each training intervention.

across all participants was 10.4% and overall report rate was
9.6%. Training on both click rates (p = 0.469) and report
rates (p = 0.448) were not statistically significant in the
primary analysis, though interactions with difficulty levels
revealed more nuanced patterns.

The NIST Phish Scale successfully predicted user be-
havior, supporting H1. Phishing lure difficulty had a highly
significant effect on click-through rates (F(2, 12086) =
41415, p < 0.001, 172 = 0.007), validating the scale’s
utility for measuring phishing complexity. Higher difficulty
emails consistently produced higher click rates across all
experimental conditions:

o Easy difficulty: 7.0% average click rate
o Medium difficulty: 8.7% average click rate
o Hard difficulty: 15.0% average click rate

This statistically significant difficulty gradient (F(2,
12086) = 41.415, p < 0.001, n? = 0.007) confirms that the
NIST Phish Scale effectively captures factors that influence
user susceptibility to phishing attempts, providing empirical
validation for its use in organizational contexts [33], [39].

4.2. H2: Overall Training Effects

Contrary to H2, training did not produce statistically
significant improvements in either click reduction or report-
ing behavior. Main effect analysis showed no significant
difference between trained and untrained groups for click
rates (F(2, 12086) = 0.800, p = 0.450) or report rates (F(2,
12086) = 0.874, p = 0.417). This finding aligns with recent
large-scale evidence suggesting minimal effectiveness of
current training approaches [4].

However, examining treatment effects relative to control
group baseline reveals some notable patterns:

Click Rate Changes (relative to control):

e Training Only: +4.5 percentage points for easy emails,
+7.3 for medium, -5.2 for hard

o Training + Exercise: +3.9 percentage points for easy
emails, +5.5 for medium, -5.2 for hard



Report Rate Changes (relative to control):
o Training Only: +0.1 percentage points for easy emails,
+4.7 for medium, +1.9 for hard
o Training + Exercise: +0.8 percentage points for easy
emails, +5.7 for medium, +1.7 for hard
The mixed direction of these effects suggests that train-
ing may have differential impacts across difficulty levels,
though these did not reach statistical significance in the
main effects analysis. The effect of training did not change
significantly over time, as we observed similar patterns
across the three-month simulation period.

4.3. H3: Interactive Training Effects

H3 was not supported. Interactive training (Training +
Exercise) did not produce significantly higher reporting rates
than traditional training alone. While the interactive group
showed numerically higher reporting rates across difficulty
levels, these differences were not statistically significant.
The coefficient estimate for Training + Exercise relative
to Training Only was modest and non-significant across all
difficulty levels.

This finding contrasts with some prior work suggesting
benefits of interactive training components [22], but aligns
with recent large-scale studies showing limited training ef-
fectiveness regardless of modality [4].

4.4. H4: Training-Difficulty Interactions

H4 was not supported. We found no statistically signifi-
cant interaction between training modality and lure difficulty
for click rates (F(4, 12086) = 3.135, p = 0.014) or report
rates (F(4, 12086) = 0.517, p = 0.723). While there was
a marginal interaction effect for click rates, this primarily
reflected the pattern that training appeared to increase clicks
on easier emails while potentially reducing clicks on harder
emails.

Coefficient analysis revealed some interesting interaction
patterns:

« Training Only x Hard: -9.67 percentage points (p = 0.002)
« Training + Exercise x Hard: -9.09 percentage points (p =
0.004)

These significant negative interactions suggest that train-
ing may provide some protection against the most difficult
phishing emails, even though overall training effects were
not significant. It is worth considering that the training
vendor created the phishing templates and training materials,
which may introduce alignment between the cues empha-
sized in training and those present in the simulated emails.
This alignment could artificially enhance the apparent ef-
fectiveness of training for certain email types, particularly
those closely modeled after the vendor’s examples. As a
result, the observed reductions in click rates for hard emails
may partially reflect this overlap rather than a generalizable
improvement in user detection skills. Future studies should
consider using independently developed phishing templates
or varying template sources to better assess the robustness
of training effects across diverse phishing scenarios.

Effect Size Comparison
NIST Phish Scale Shows Strongest Predictive Effect

Small Effect (n” = 0.01)

“++ Medium Effect (? = 0.06)
++ Large Effect (n? = 0.14)
0,008 -

n?=0.007
)

0,006

0,004

Effect Size (1)

0002

0.000

Difficulty Training Interacti
Effect Effect
ANOVA Effects

Figure 5: Comparison of effect sizes (n?) for key factors
in phishing susceptibility. The NIST Phish Scale (difficulty)
shows the strongest and only practically meaningful effect
(772 = 0.007, p < 0.001), while training and interaction
effects are negligible (n? < 0.01).

4.5. Effect Sizes and Practical Significance

While some individual coefficients reached statistical
significance, effect sizes were generally small (n? < 0.01
for all main effects), raising questions about practical sig-
nificance [7]. The largest meaningful effect was the difficulty
gradient (n? = 0.007 for click rates), confirming the NIST
Phish Scale’s predictive validity.

Training effects, where present, were modest in magni-
tude. Even statistically significant interaction effects repre-
sented changes of less than 10 percentage points, suggesting
that while training may provide some benefits, these are
limited in scope and may not justify the substantial orga-
nizational investment required for comprehensive training
programs [4].

These findings underscore the need for realistic expec-
tations about training effectiveness and suggest that orga-
nizations should complement training with other defense
mechanisms rather than relying on awareness programs as
primary protection against phishing threats [10].

4.6. Other Measurements

The final question we considered was whether there
was any relationship between training time and detection
ability, e.g., decay of training effectiveness. In our study,
subjects received the phishing simulation email between 0-
4 months after the training. Figure 6 shows the click rate
by treatment group, discriminating by lure difficulty. We
observe no discernible trend in the results as a function of
time. Given the result of the visual inspection, we did not
perform statistical tests of this aspect.

5. Discussion

Our large-scale field study provides empirical evidence
for both the utility of the NIST Phish Scale and the limited



Temporal Analysis: Click Rate Changes Over Time by Difficulty Level
(A) Click Rates Over Time by Treatment Group and Difficulty (®) Easy Diffculty - Cick Rates Over

(€) Medium Difficuly - Click Rates Over Time (D) Hard Difficulty - Clck Rates Over Time
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Figure 6: Temporal Impact on Detection. We observed no
discernible relationship between time-since-training and per-
formance on phishing lures.

effectiveness of current phishing training approaches. While
we observed some statistically significant effects, the practi-
cal significance of these findings raises important questions
about the return on investment for organizational security
awareness programs.

5.1. Recommendations for Practice

Confronting Training Effectiveness Realities: Despite
deploying well-structured training programs to over 12,000
employees, we found no statistically significant main effects
of training on either click rates (p = 0.450) or report rates (p
= 0.417). The small effect sizes we observed (72 < .01 for
all main effects) indicate that even statistically significant
improvements translate to minimal operational impact. This
aligns with recent large-scale evidence from Ho et al. [4]
and challenges the optimistic assessments often promoted
by cybersecurity training vendors.

The disconnect between vendor marketing claims and
empirical evidence suggests that the substantial organiza-
tional resources typically invested in security awareness
programs may not justify the modest improvements ob-
served—even in best-case scenarios. Organizations must
acknowledge these limitations to make informed investment
decisions about cybersecurity resources.

Layered Defense: Our findings necessitate a fundamental
shift in organizational phishing defense strategy. Rather
than viewing training as a primary protection mechanism,
organizations should treat security awareness programs as
one component of a comprehensive layered defense strategy.
The strong effect of phishing difficulty on user susceptibility
(F(2, 12086) = 41.415, p < 0.001) demonstrates that so-
phisticated attacks will likely succeed regardless of training
efforts.

This evidence suggests several strategic reorienta-
tions: prioritizing passwordless authentication systems using

passkeys and FIDO-compliant hardware tokens like Yu-
biKeys, especially for administrative roles; implementing
comprehensive password manager deployment to reduce
credential reuse vulnerabilities; enhancing email security
controls specifically designed to catch sophisticated attacks;
and developing incident response procedures that assume
successful phishing will occur despite training efforts.

The reporting behavior improvements we observed,
while modest, indicate that interactive training components
may have some value in encouraging security-conscious
behavior. However, organizations must weigh the practical
significance of 1-2 percentage point improvements against
the substantial additional resources required for interactive
training delivery.

Implementation Framework: Organizations seeking to
optimize their phishing defense should implement the fol-
lowing evidence-based framework:

Technical Controls Priority. Invest primarily in email
filtering, attachment analysis, URL protection, and multi-
factor authentication systems. Our findings suggest these
provide more reliable protection than user training against
sophisticated attacks.

Targeted Training. Rather than broad-based programs,
implement focused training for specific roles, departments,
or threat scenarios where evidence suggests training may
be more effective. Use standardized difficulty assessment
frameworks like the NIST Phish Scale for meaningful eval-
uation.

Continuous Assessment. Regularly evaluate the cost-
effectiveness of training programs against alternative se-
curity investments, using standardized metrics that capture
both behavioral outcomes and resource allocation efficiency.

This approach recognizes the sobering reality that cur-
rent training approaches provide only modest protection
against evolving phishing threats. The goal is not to elimi-
nate training but to right-size its role within a comprehensive
security strategy informed by empirical evidence rather than
vendor marketing claims.

5.2. NIST Phish Scale Validation and Practical
Utility

Our study provides strong empirical validation for the
NIST Phish Scale’s predictive utility in organizational con-
texts. The highly significant effect of lure difficulty on click-
through rates (F(2, 12086) = 41.415, p < 0.001) demon-
strates that the scale effectively captures factors influencing
user susceptibility to phishing attempts. The clear gradi-
ent in click rates across difficulty levels—from 7.0% for
easy emails to 15.0% for hard emails—confirms that the
scale’s two-dimensional framework meaningfully differenti-
ates phishing sophistication.

This validation extends the early work of Barrientos
et al. [39] by demonstrating the scale’s effectiveness in
a large operational environment. Unlike previous smaller-
scale validations, our study shows that the NIST Phish Scale
maintains its predictive power across diverse organizational



roles, departments, and user populations. This supports the
scale’s adoption as a standardized framework for evaluating
phishing simulation programs and benchmarking organiza-
tional vulnerability assessments.

However, the scale’s practical implementation revealed
important considerations for practitioners. The process of
systematically rating premise alignment across thousands of
employees proved more complex than anticipated, requir-
ing careful consideration of organizational communication
patterns and role-specific email environments. Future im-
plementations should account for these practical challenges
when scaling the framework to enterprise environments.

5.3. Training Modality Effects and Interaction Pat-
terns

While interactive training did not significantly outper-
form traditional lecture-based training in our primary anal-
ysis, the interaction patterns we observed provide nuanced
insights into training effectiveness. The significant nega-
tive interactions between both training conditions and hard
difficulty emails (Training Only x Hard: -9.67 percentage
points, p = 0.002; Training + Exercise x Hard: -9.09 per-
centage points, p = 0.004) suggest that training may provide
some protection against the most sophisticated phishing
attempts. Conversely, the positive coefficients for training
conditions with easier emails indicate that training may inad-
vertently increase vulnerability to simpler phishing attempts.
This counter-intuitive finding aligns with concerns raised
in prior work about potential negative effects of training
programs [23]. One possible explanation is that training
focuses employees’ attention on detecting sophisticated at-
tacks while reducing their vigilance toward obviously fraud-
ulent emails.

These patterns underscore the complexity of human
factors in cybersecurity training. Rather than uniformly im-
proving detection across all threat types, training appears
to redistribute user attention and response patterns in ways
that may create new vulnerabilities. This highlights the
importance of comprehensive evaluation frameworks that
examine training effects across varied attack sophistication
levels.

5.4. The Evolving Threat Landscape and Future
Challenges

Our findings must be interpreted within the context of
rapidly evolving phishing threats. The emergence of large
language models and generative Al technologies is enabling
attackers to create increasingly sophisticated and person-
alized phishing attempts that may render current training
approaches obsolete. The traditional approach of teaching
users to identify visual cues and suspicious content becomes
less effective when attackers can generate near-perfect repli-
cations of legitimate communications.

This technological evolution suggests that the cyberse-
curity community may need to fundamentally reconsider

human-centered defense strategies. Rather than expecting
users to reliably detect sophisticated attacks, future ap-
proaches might focus on cryptographic verification systems,
zero-trust architectures, in-person interaction (supporting
return-to-office/RTO mandates) or other technical mecha-
nisms that reduce reliance on human judgment.

The broader threat model is also expanding beyond
traditional email phishing to include SMS phishing (smish-
ing), voice phishing (vishing), and social engineering at-
tacks using deep fakes across multiple communication chan-
nels. Training programs that focus narrowly on email-based
threats may provide limited protection against this diversi-
fied attack landscape.

5.5. Implications for Theory and Practice

Our findings have significant implications for both cy-
bersecurity theory and organizational practice. The limited
training effectiveness we observed suggests that current
human-centered defense paradigms may be fundamentally
inadequate for addressing sophisticated phishing threats.
The modest effect sizes (n? < 0.01 for all main effects)
indicate that even statistically significant improvements may
not translate to meaningful operational risk reduction.

The interaction patterns we identified where training
appeared to increase vulnerability to easier emails while
potentially providing some protection against harder emails
highlight the complex and sometimes counterintuitive effects
of security awareness interventions. These findings suggest
that training programs may redistribute rather than uni-
formly reduce user vulnerability, creating new attack vectors
while addressing others.

For practitioners, our results support a realistic reassess-
ment of training investments within broader security strate-
gies. Organizations should view awareness programs as one
component of layered defense rather than primary protection
mechanisms. The substantial resources typically devoted
to comprehensive training initiatives might achieve better
risk reduction when reallocated toward technical controls,
incident response capabilities, or more targeted interven-
tions [10].

5.6. The Future of Human-Centered Cybersecurity

Our findings emerge at a particularly critical juncture in
the evolution of cybersecurity. With the rapid advancement
of generative Al enabled by large language models and other
technologies, attackers are enabled to create increasingly so-
phisticated and personalized phishing attempts that may ren-
der traditional cue-based detection obsolete. When attackers
can automate the creation of personalized phishing lures and
generate near-perfect replicas of legitimate communications,
it becomes unreasonable to expect users to reliably identify
deceptive content.

The fundamental challenge lies in the inherent complex-
ity of human factors in resistance to phishing attacks. Since
these exploits target individual vulnerabilities, personal and
contextual factors play an enormous role in individual user



susceptibility [19]. Even a single individual will vary dra-
matically throughout a day—users typically focus on content
without paying attention to security, and are significantly im-
pacted by cognitive constraints such as memory limitations
and current cognitive load, all of which affect vigilance [43],
[44]. Research has investigated variability in individual at-
tentiveness based on factors like gender, age, and technical
expertise, though the literature remains mixed [23], [38],
[45]. Training represents only a single layer of defense
against these multifaceted human vulnerabilities.

This technological evolution, combined with the com-
plexity of human decision-making under cognitive load,
suggests that the cybersecurity community must fundamen-
tally reconsider where human-centered defenses lie in the
multilayered approach organizations must take to cyberse-
curity. Future approaches may need to emphasize crypto-
graphic verification systems, zero-trust architectures, and
other technical mechanisms that can reduce reliance on
the human firewall rather than attempting to enhance and
upgrade the human firewall, which runs on hardware with a
broad spectrum of variability.

The expanding threat landscape—encompassing SMS
phishing, voice phishing, and multi-channel social engi-
neering attacks—further challenges the viability of training-
centric approaches focused primarily on email-based threats.
As attack vectors diversify and sophistication increases,
the cognitive burden placed on users to maintain vigilance
across all communication channels may exceed reasonable
human capabilities, particularly given the natural fluctua-
tions in attention and decision-making quality that charac-
terize normal human cognition. The role of human factors
in resistance to phishing is complex.

6. Conclusion

This large-scale field study of 12,511 employees pro-
vides critical empirical evidence about the effectiveness
of phishing awareness training in real-world organizational
contexts. Our systematic application of the NIST Phish Scale
across three experimental conditions—control, lecture-based
training, and interactive training—represents the largest val-
idation of this standardized difficulty framework to date. The
study employed rigorous experimental design within oper-
ational constraints, randomly assigning participants across
treatment conditions while maintaining ecological validity
in a fintech enterprise environment.

Our results reveal a clear dichotomy between the predic-
tive utility of difficulty assessment and the limited effective-
ness of current training approaches. The NIST Phish Scale
demonstrated strong predictive power, with phishing diffi-
culty significantly affecting user susceptibility (F(2, 12086)
= 41.415, p < 0.001), showing click rates ranging from
7.0% for easy emails to 15.0% for hard emails. However,
neither lecture-based nor interactive training produced sta-
tistically significant improvements in click rates (p = 0.450)
or reporting behavior (p = 0.417), with effect sizes below
0.01 for all main training effects.

These findings challenge conventional assumptions
about training efficacy while providing organizations with
actionable insights for cybersecurity strategy development.
The evidence suggests that current training approaches
provide only modest protection against evolving phish-
ing threats, necessitating a fundamental shift toward lay-
ered technical defenses including passwordless authentica-
tion systems, comprehensive email filtering, and incident
response procedures that assume successful compromise.
Rather than viewing training as a primary defense mecha-
nism, organizations should integrate awareness programs as
supplementary components within comprehensive security
architectures that emphasize technical controls over human
judgment for critical security decisions.
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Outline of Appendices

The appendix contains the following material:
— Appendix 2: Detailed information about phishing lures.
— Appendix 3: Ethical considerations in study design and
execution.
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operational security training data does not constitute human
subjects research under federal guidelines, as it involves
analysis of data collected for legitimate business purposes
rather than research-specific data collection [5].

ACME Corp. employees are informed during onboarding
that cybersecurity training and periodic phishing assess-
ments are mandatory conditions of employment, consis-
tent with industry standards for financial services organi-
zations [9]. All participants had previously acknowledged
organizational policies regarding security training partici-
pation through standard employment agreements. This ap-
proach aligns with established practices in organizational
cybersecurity research, where security training represents a
legitimate business function rather than experimental ma-
nipulation [22].

We acknowledge that employee consent in workplace
security training cannot be considered fully voluntary due to
inherent power dynamics and employment dependencies [5].
However, this limitation applies broadly to organizational
security research and reflects the practical constraints of
conducting ecologically valid studies in operational envi-
ronments. Recent work by Haney ef al. demonstrates that
meaningful organizational security research requires balanc-
ing employee autonomy concerns with the legitimate need
to evaluate security program effectiveness [5].

The study design incorporated several ethical safeguards
to minimize potential harm to participants. First, all em-
ployees received security training regardless of group as-
signment, with control group participants receiving identical
training materials after the simulation phase to ensure orga-
nizational compliance requirements were met. Second, indi-
vidual performance data was anonymized for analysis and
never used for personnel decisions or disciplinary actions,
consistent with research ethics guidelines for workplace
studies [9]. Third, phishing simulation templates were con-
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ing content designed to cause psychological distress (e.g.,

emergency scenarios, financial hardship themes) following
established ethical frameworks for security awareness re-
search [23].

We recognize that employees who underperform in se-
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part of standard organizational security protocols. However,
these consequences exist independently of our research ac-
tivities and represent standard business practices for main-
taining organizational security posture. Our analysis fo-
cused on aggregate training effectiveness patterns rather than
individual performance evaluation, ensuring that research
participation did not create additional risks beyond those
inherent in routine security training programs [10].

This approach reflects broader challenges in conduct-
ing ethical security research within operational constraints,
where the alternative of laboratory-based studies may lack
ecological validity necessary for informing real-world secu-
rity practices [7]. Recent scholarship emphasizes that orga-
nizational security research must balance competing ethical
considerations while advancing knowledge that can improve
organizational and societal cybersecurity resilience [5].



TABLE 6: NIST Phish Scale Assessment of Phishing Templates. Premise Alignment scores range from 1 (Low) to 3
(High). Lure Scores range from 1-3 based on phishing cue assessment. Cue Count represents the total number of suspicious
indicators identified in each template. Difficulty categories were determined by combined assessment of phishing cues and
premise alignment following NIST Phish Scale methodology.

Template Name Difficulty Cue Count Lure Score Premise Score Premise Alignment Explanation

Attachment - Word Hard 14 2 2 Moderate alignment: Document sharing is plausible,
but placeholder fields reduce realism.

Vulnerabilities — Office Hard 18 3 1 Low alignment: Scenario is vague and not role-
specific; unlikely context.

Attachment - XLS Easy 14 2 2 Moderate alignment: XLS financial data plausible,
but lacks sender/context.

Loom - Recording Shared Hard 14 2 2 Moderate alignment: Loom recordings common, but
template fields weaken trust.

Device Non-compliant - Mi- Medium 15 3 3 High alignment: Matches expected MDM behavior

crosoft and terminology.

Fax via Voicemail Office Easy 13 2 1 Low alignment: Fax delivery uncommon in modern
workplace.

Email Not Delivered — Office Easy 13 2 3 High alignment: Bounce messages are routine and
widely expected.

Email Not Delivered — Easy 16 3 3 High alignment: Gmail bounce notices with techni-

Google cal detail are believable.

From Marketing: Collab Re- Easy 14 2 3 High alignment: Internal collaboration messages

quest from marketing are common.

Accounting  Team  Amex Easy 16 3 3 High alignment: Finance inquiries during month-end

Charges — Office are familiar.

HSA Use Balance! Easy 17 3 2 Moderate alignment: HSA reminders are expected,
but lacks personalization or sender.

Mobile Device Restricted —  Medium 16 3 3 High alignment: Device quarantine messages match

Outlook common security flows.

Tax Workshop Easy 16 3 2 Moderate alignment: HR tax webinars plausible but
weakened by generic formatting.

Mentor Program Hard 15 3 3 High alignment: Internal mentorship invitations are
believable and well-framed.

HR - Performance Review — Hard 16 3 3 High alignment: Outlook calendar invites for reviews

Outlook are routine.

Changes to Healthcare Form Hard 15 3 3 High alignment: Healthcare form updates are com-
mon in HR communications.

Device  Non-compliant - Medium 16 3 3 High alignment: Technical restriction notices align

Google with enterprise environments.

Vulnerabilities — Google Hard 16 3 1 Low alignment: Scenario lacks specificity and role-

relevant context.
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