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Abstract—Semantic communication has emerged as a promis-
ing neural network-based system design for 6G networks. Task-
oriented semantic communication is a novel paradigm whose
core goal is to efficiently complete specific tasks by transmitting
semantic information, optimizing communication efficiency and
task performance. The key challenge lies in preserving privacy
while maintaining task accuracy, as this scenario is susceptible to
model inversion attacks. In such attacks, adversaries can restore
or even reconstruct input data by analyzing and processing model
outputs, owing to the neural network-based nature of the systems.
In addition, traditional systems use image quality indicators
(such as PSNR or SSIM) to assess attack severity, which may
be inadequate for task-oriented semantic communication, since
visual differences do not necessarily ensure semantic divergence.
In this paper, we propose a diffusion-based semantic commu-
nication framework, named DiffSem, that optimizes semantic
information reconstruction through a diffusion mechanism with
self-referential label embedding to significantly improve task
performance. Our model also compensates channel noise and
adopt semantic information distortion to ensure the robustness
of the system in various signal-to-noise ratio environments. To
evaluate the attacker’s effectiveness, we propose a new metric
that better quantifies the semantic fidelity of estimations from
the adversary. Experimental results based on this criterion show
that on the MNIST dataset, DiffSem improves the classification
accuracy by 10.03%, and maintain stable performance under dy-
namic channels. Our results further demonstrate that significant
deviation exists between traditional image quality indicators and
the leakage of task-relevant semantic information.

Index Terms—Semantic communications, diffusion model, pri-
vacy preserving, model inversion attack.

I. INTRODUCTION

EEP learning based semantic communication system has

emerged as a promising solution to enhance informa-
tion transmission efficiency in sixth-generation (6G) wireless
networks. Unlike traditional communication paradigms that
prioritize the symbol-level accurate transmission, semantic
communication shifts the focus to conveying the intended
meaning through symbols [1]. In such systems, the trans-
mitter and receiver collaboratively design mappings between
meanings and channel symbols, naturally aligning with the
principles of joint source-channel coding (JSCC) [2]. This
approach accommodates more complex data sources (e.g.,
images) and diverse distortion measures, such as classification
loss [3] or task-oriented metrics [4]. As a result, semantic
communication has been studied for various types of sources
such as text [5], [6], visual data [7]-[9] and video [10], [11],
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and has also been applied in edge computing [12], [13] and
autonomous driving [14], [15]. By adopting a “comprehend-
first, transmit-later” approach, semantic communication sig-
nificantly reduces transmitted data volume, minimizes band-
width consumption, and improves communication efficiency.
However, when semantic communication is tailored to specific
tasks, receivers predominantly rely on task-relevant semantic
information, rendering the transmission and reconstruction of
complete semantic data redundant and inefficient.

Task-oriented semantic communication addresses this limi-
tation by directly optimizing performance for specific tasks. It
enables the transmitter to extract only task-relevant semantic
information and allows the receiver to focus on enhancing
task-specific outcomes [16]. Resource allocation in such sys-
tems is tightly linked to task goals, making them particularly
advantageous for resource-constrained environments or tasks
with strict real-time requirements [17]. Studies have demon-
strated the efficiency and robustness of task-oriented semantic
communication in various scenarios, including image retrieval
[18] and federated learning [19], as well as considering
resource-constrained devices [20] and MIMO channels [21].

Despite its advantages, task-oriented semantic communi-
cation introduces new security risks. Attackers may exploit
transmitted semantic features or intermediate representations
to infer the original input data through model inversion attacks,
leading to potential privacy leakage [22]. While transmitting
only task-relevant information offers some level of privacy
protection, adversaries can still reconstruct raw data or ex-
tract sensitive information using model inversion techniques
[23]. Traditional privacy protection methods face significant
challenges in the context of semantic communication. For
instance, differential privacy [24] adds perturbations to model
inputs or outputs which degrade semantic communication
performance [25], while federated learning protects privacy
through parameter sharing, but it is vulnerable to gradient
leakage attacks [26].

Adversarial training methods based on information bottle-
neck have been proposed to reduce the pixel-level quality of
reconstructed images [27]-[29]. However, these methods often
evaluate privacy protection using image quality metrics like
peak signal-to-noise ratio (PSNR) and structural similarity in-
dex measure (SSIM), which do not directly reflect the semantic
fidelity of the reconstructed information. For example, images
with low SSIM may still retain critical semantic features,
while high PSNR does not necessarily correlate with improved
task performance [30]. This underscores the need to unify
evaluation metrics for both attackers and recipients, focusing
on semantic fidelity [16], [31] rather than image quality.
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In this paper, we introduce a diffusion-based semantic
communication system with model inversion attack involved.
Diffusion models, as a generative artificial intelligence tech-
nique, offer potential solutions to these challenges. They can
generate high-quality data (e.g., images, audio) through a
gradual denoising process, recovering the original data distri-
bution from random noise via reverse diffusion [32], [33]. By
incorporating Gaussian white noise in the forward process and
gradually denoising during sampling, diffusion models have
demonstrated adaptability to additive Gaussian noise channels.
Recent studies have explored their integration with semantic
communication for tasks like audio restoration [34] and image
denoising [35]-[37], primarily relying on conditional diffusion
models equipped with receiver-side guidance.

Diffusion models excel in recovering and reconstructing
semantic information due to their progressive denoising mech-
anism and ability to mimic underlying data distributions.
Moreover, they can enhance privacy protection by allowing
the sender to regulate distortion levels, thereby constraining
adversarial behavior. However, applying diffusion models to
privacy-sensitive semantic communication introduces unique
challenges. Conditional diffusion models often assume the
availability of guidance, which may not always be feasible.
For instance, the sender may lack the capability to provide
guidance due to performance limitations, or the receiver may
need to keep task-specific details confidential. Additionally,
in classification tasks, the guidance itself often overlaps with
the basis for decision-making, creating a conflict between
providing guidance and completing the task. These constraints
underline the need for innovative approaches to leverage
diffusion models in privacy-aware semantic communication
systems.

In this paper, we propose a framework, named DiffSem,
that leverages diffusion processes to support privacy-sensitive
task-oriented semantic communication. Inspired by the for-
ward process of diffusion models, we employ an adaptive
noise injection mechanism, named self-noising, to regulate the
quality of signal from the transmitter. Diffusion-based U-Net
is applied at the receiver to enhance task performance, with the
option to incorporate self-referential label embedding for fur-
ther improvements. Inspired by the concept of semantic fidelity
at the receiver [16], we propose a novel evaluation metric to
more accurately quantify the semantic information obtained by
adversaries through model inversion attacks. By introducing a
strong classifier trained to evaluate adversaries’ reconstructed
images, our framework provides a direct assessment of the
semantic fidelity achieved by adversaries while highlighting
the inadequacy of traditional image quality metrics such as
PSNR and SSIM in evaluating attack severity. Experimental
results on the MNIST and CIFAR10 datasets demonstrate that
DiffSem significantly improves receiver classification accuracy
and achieves robust performance gains even under dynamic
channel conditions.

Moreover, our findings reveal that traditional adversarial
training often compromises the semantic fidelity of legitimate
receivers without significantly reducing the semantic informa-
tion extracted by adversaries, despite a marked deterioration
in the quality of adversarial outputs. In contrast, our system

implements a non-adversarial privacy protection strategy that
enhances and preserves the semantic fidelity of legitimate
receivers while restricting the fidelity attainable by adversaries.
By conceptualizing adversaries as syntactic recovery agents
and legitimate receivers as task-related semantic recovery
agents, we explore the nuanced differences between syntac-
tic and semantic information recovery. The self-denoising
module in our system further helps refine this distinction
by dynamically adjusting system outputs to optimize privacy
protection and task performance. This unified framework not
only advances task-oriented semantic communication but also
provides a novel perspective on balancing task optimization
and privacy protection in semantic communication systems.

In general, our contribution can be concluded as follows.

+ We implement a diffusion-based semantic communication
framework, named DiffSem, which leverages the unique
properties of diffusion processes to optimize semantic in-
formation reconstruction at the receiver, and incorporates
self-referential label embedding to significantly improve
task performance. This framework ensures high-quality
semantic recovery while providing robust performance
under dynamic channel conditions. Experimental results
on the MNIST dataset demonstrate that DiffSem boosts
the receiver’s classification accuracy by 10.03% under
high distortion conditions, while ensuring robust perfor-
mance.

o We develop a non-adversarial privacy protection strategy
that focuses on maintaining and enhancing the semantic
fidelity of legitimate receivers while strictly limiting the
upper bound of semantic fidelity attainable by adver-
saries. Our approach balances privacy protection and task
performance by carefully regulating the semantic infor-
mation distribution of system outputs. Additionally, the
system employs an adaptive noise injection mechanism
to further distinguish between semantic and syntactic
information recovery, offering a novel perspective on
privacy protection in semantic communication.

o We propose a new evaluation metric to accurately quan-
tify the semantic information extracted by adversaries
through model inversion attacks. By introducing a strong
classifier to evaluate the semantic fidelity of reconstructed
outputs, we provide a more precise and task-relevant
framework for assessing privacy risks in semantic com-
munication systems. In addition, we highlight a signifi-
cant discrepancy between traditional image quality met-
rics (e.g., PSNR and SSIM) and task-relevant semantic
information, underscoring the necessity of adopting se-
mantic fidelity as a more appropriate evaluation criterion.

This paper is organized as follows. Section II describes

the task-oriented semantic architecture as well as the model
inversion attack, and general evaluations of the system. Section
I introduces the modules and the training algorithms in our
system in detail. Section IV includes the experiment results
and discussion. Section V concludes the paper.

II. SYSTEM ARCHITECTURE

In this section, we will first introduce the architecture of our
system, then we will discuss the model inversion attack that
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Fig. 1: System models. (a) Task-oriented transmission system. (b) Model inversion attack by adversary.

can estimate the input data. Next, we will discuss the general
evaluations of privacy preservation in our system model.

A. Diffusion based Task-oriented Semantic System

As shown in Fig. 1(a), assume there is a task-oriented
transmitter-receiver pair that implements a specific task using
the input raw data x to get target object y. First, x € X is sent
into a feature extractor module and a channel coding module
to get neural-coded features f € F'. In our system, these two
modules are both implemented by neural networks, and they
can be regarded as a whole module named encoder ® with
parameter set ¢, like any other neural-network based joint-
source-channel-coding (JSCC) system in related literature.
Next, a self-noising module ¥ is utilized to add a certain level
of noise, based on system requirements, to get z that is ready
to transmit. These steps can be expressed as

z="Tg)(x) = U(Dy(x)) = ¥(f) (1)

where 7 means the transmitter. Note that the self-noising
module ¥ does not have any learnable parameters; details are
introduced later.

After transmitting over the air, the receiver R obtains

Z=hz+e, (2

where h is channel gain, € is channel noise that has standard
variation ¢ in the wireless channel C. Then, R performs its
task in two steps. First, it uses a diffusion module A to pAerform
denoising process that generates the estimated feature f. Then
f is channel decoded and is used to perform specific task.
These two functions are also combined into one module called
classifier ©, just analogous to the encoder module introduced
above. The process of R can be defined as

U =Rs0)(2) = O9(As(2)) = Oa(f), 3)
where § and 6 are the parameter set in denoising module A
and classifier module O, respectively, and g is the task output.
Note that in wireless transmissions, z, Z € C”, where x means
complex channel use. Since neural network only process real
numbers, without further notice, let £k = 2k, and the length of
z (f as well) is k in our system’s implementation.

There are two premises that need to be explained here.
First, we assume that there is a trustworthy third party that
can define the specific task and arrange models in each node
of the system. Thus, we define that © is reachable only in
R when models are trained and deployed by the third-party,
which is a common prerequisite in task-oriented communica-
tions. Moreover, we argue that neither the plaintext nor the
encrypted forms of z and y should be transmitted directly.
Specifically, due to the limited computational capability of
the transmitter, even computing y locally is computationally
challenging. As for z, we assume that both the receiver
and potential eavesdroppers are curious and may attempt to
infer information about . Consequently, transmitting z—even
in encrypted form—may still enable the receiver to recover
x, unless extremely inefficient privacy-preserving inference
mechanisms are employed. Therefore, to ensure data privacy,
direct transmission of any form of z or y should be strictly
avoided.

B. Model inversion attack

Model inversion attack is an adversarial technique that
targets machine learning models. The adversary can query the
model and analyze how the model responds to attempt to infer
the original input. It poses significant risks to data privacy,
especially when sensitive information is involved.

As shown in Fig. 1(b), an adversary .A may want to perform
model inversion attack on the transmitter by recovering the
estimation of x (denoted by Z), given the detected % from
a different wireless channel path. A tries to recover the
estimation of z, denoted by

&= Au(2) = Ag(hz + ¢), 4)

where / and ¢é are channel gain and noise in the adversary’s
channel, respectively, and a is the parameter set of A.
Assume A can access T repeatedly on the target device
but cannot obtain the parameters and training data, and ©
is confidential to A and will not be accessed in any cases.
Generally, the adversary first prepares a dataset that has a
similar distribution as X, named X , and sends Z into 7 to
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Fig. 2: Adversary prepares its dataset and accesses the transmitter repeatedly, with a well-trained strong classifier judging its outputs. ¢ is
uniformly sampled from [0, T"]. Green dash lines indicate the datasets that are used to train the strong classifier.

get Z. When it gets enough data pairs {, 2}, it trains on the
data pairs using mean squared error (MSE) loss

M
N 1 N
Luise (@i, 1) = 77 > i — &%, ®)

to minimize the reconstruction distortion. This is called a
black-box setting [38].

C. System Performance Evaluation

In this paper, we assume that the receiver performs the
image classification task, so that R can be trained using cross-
entropy (CE) loss

Lce(h,0) = — Zp(yi)log(qwi)% (6)

where p(y) and ¢(y) represent the true probability distribution
and predicted probability of y, and the classification accuracy
v can be defined as the number of correctly classified images
divided by the total number of input images.

Generally, since .4 wants to recover the estimation of source
images, PSNR and SSIM are commonly used in this scenario.
PSNR is defined as

2
PSNR = 101og,, (1\/?515) , 7

where R is the maximum pixel value (e.g., 255 for 8-bit
images), and MSE is the mean squared error. SSIM calculates
the similarity between two images, expressed as
(2uzpiz + ¢1)(2042 + ¢2)
(3 + 13 + 1) (0F + 0% +c2)’

SSIM(z, &) = (8)

where 1, and iz are the average pixel values of z and #, o2
and 0% are the variances of z and Z, o,; is the covariance
between x and Z, and c1, ¢y are small constants that stabilize
the division and avoid zero denominators. SSIM has a range of
[—1,1] and usually observed within the range [0, 1], where a
larger value shows higher similarity between the two images.
In this paper, we give another index that measures the
success rate of A’s attack.
Definition (1): In task-oriented communication systems, the
success rate of an attack is evaluated by the similarity between
the task-relevant information in the attacker’s estimated image
and that in the original image.

In our later experiments, we find that PSNR and SSIM may
not be good indices in task-oriented system. PSNR and SSIM
only indicate the similarity with original images in pixel-level.
For a specific task, it is obvious that “task” information is more
important than normal images, so focusing on how much task
information (e.g., “label” in a category task) is recovered by A
is more reliable, since we do not want A to acquire the purpose
of the communication under the demand of privacy preserving.
Details of implementation of Def. (1) are introduced in the
next section.

III. MODULES AND TRAINING

In this section, we will first introduce each module in our
system model together with data flow, then we provide a
detailed description of the training procedure based on our
system design.

A. Encoder, Classifier and Adversary Modules

In our system, encoder module ®, extracts neural-coded
feature f whose shape is v/k x v/k from source images 2 H#W
with channel C, height H and width W, and the compression
rate is p = k/(CHW). Feature f is self-distorted to z and
is transmitted over the air, then the receiver gets channel-
interfered signal Z. Receiver uses denoising module As and
classifier module Oy to generate .

In related work [29], an auxiliary decoder D is commonly
introduced to simulate an attacker during training, particularly
in the context of adversarial learning frameworks. However,
our approach does not adopt such attacker-aware training
strategies. Instead, we define A as a model trained via model
inversion attacks, solely for the purpose of evaluating the
privacy risks after the transmission model is established.
Importantly, A is not allowed to participate in the training
or inference of the transmitter 7 and receiver R. Likewise,
if D is used in other methods, it should be restricted to the
training phase and excluded from the evaluation phase. In
our framework, since no adversarial training is involved, the
auxiliary decoder D is entirely omitted.

To evaluate the semantic fidelity of adversary given Def. (1),
we use a strong classifier © that has more complex network
structure than ©, to judge how much task-related information
is contained in the image restored by the attacker A, as shown
in Fig. 2. It can be described by

= O4(2), 9)



where @ is the parameter set of ©. Based on Def. (1), we make
a hard decision on ©’s output to get g; and compare it with
y, which means we only select the category with the highest
probability and ignore the soft information of other categories.

B. Diffusion Module

We use denoising diffusion implicit models (DDIM) [39]
to train the diffusion module in our system. In the forward
process, diffusion module gradually adds Gaussian noise to the
extracted feature f with a series of schedules aq,...,ar €
[0,1). To avoid ambiguity and facilitate discussion, in this
section, let fy represent f € F' mentioned earlier; that is,
fo ~ p(fo) denotes the original feature, which is the output
of encoder ¢ and is not distorted yet. Then, noisy versions

fi,..., fr are obtained by the following process in T steps
[32]:
p(felfie1) =N (f; VI — aufio1, a0X) VE € {1,..., T},
(10)

where I is the identity matrix that has the same dimensions as
fo, and N(fi; i, o) is the normal distribution of mean p and
covariance o that generates f;.

This recursive formulation allows f; to be sampled directly
from

p(ft|f0) - N (ft; \/O_th07 (]- - &tI) th ~U ({1, LR T}) )
(11)
where U/ draws a normal distribution, &; = Hle B; and B; =
1 — a;. Then we have

Jt =Vaifo+ V1 — ey, (12)

where €, ~ N(0,I), to sample f; from p(f:|fo) in the
diffusion module’s training step.

To ease the training and using of diffusion module, we
choose (ay)7_; to be linear increasing constants, that is

ar —
Oét_O[1+(T1> (t*l),

T-1 (13)

where ap = 107%, ar = 2 x 1072, We train the diffusion
module using 7' = 500, but 77 < T is used in the experiment
to test the system’s robustness. The values of /&; and
v/ 1 — &, varying by t are shown in Fig. 3. We plot the “ESNR”
line that is defined by

E(llva:foll*)
(VT =ae?)’
where P represents the power ratio between the signal com-
ponent /@&, fo and noise component /1 — &€, obtained after
partially adding noise, and varies with the values of oy, ar
and 7. In our system, fq is power-normalized after generated
by encoder ®. Hence, according to Eq. (14), it is equivalent
to the signal f passing through an additive Gaussian white
noise (AWGN) channel with signal-to-noise ratio 7P, which
we refer to as “equivalent SNR” (ESNR). As an example, we
marked the point ¢ = 184 in Fig. 3, where the energy of the
signal component is approximately equal to that of the noise
component, and the ESNR p = 0.01 dB ~ 0 dB.

The signal Z needs to be denoised first on the receiver side.
Usually, a deep learning network called U-Net can be used to

P=c (14)
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Fig. 3: Changes of /&y, v/1 — & and p with ¢.

predict ¢; during the sample process. U-Net is a convolutional
neural network that can effectively handle multi-scale features
and reconstruct high-fidelity output during the reverse process.
U-Net learns to estimate fy from f; and ¢ by minimizing the
difference between the predicted noise

€f = A5(ft>t)

and the actual noise €;, and is trained using the MSE loss of
these two noises, denoted by [32]

15)

Luxe = et 1B fomp(so)Besonvom lleg, — €ell*. (16)

With a well-trained U-Net, the goal is to progressively
denoise f; and to recover fy starting from a latent variable
fr ~ N(0,I). Specifically, on step ¢ — 1, given f; and ¢, we

have
— /1 — aye
P v (ft \/\/O_Tttf

To generate samples efficiently, DDIM allows to skip interme-
diate time steps. Instead of iterating over all " steps, we can
select a subset of time steps {t1,%o,...,txy} with N <« T.
This sub-sampling strategy reduces the number of denoising
steps while maintaining high-quality generation, making it
significantly faster than traditional diffusion models.

There is another problem that needs to be discussed when
applying diffusion to communication system. Generally, dif-
fusion module cannot exactly recover the corresponding es-
timation of the input feature, as they are designed to learn
the overall distribution of f; rather than the precise structure
of individual inputs. When sampling from random white
noise, the generation process is guided by learned distribution
fo ~ p(fo), and U-Net produces outputs that have the same
distribution as p(fp). But in communication systems, the
transmitted information must be recovered in a specific order.
To ensure the denoised signal meets this requirement, we can
avoid adding excessive distortion to f during the forward
diffusion process, while proper guidance during the reverse
process can further assist in generating outputs f that closely
resemble the original f .

Regarding the setting of ¢, let 0 < T” < T, and perform

frr = Var fo+ V1= arer, (18)

in the self-noising module W before transmitting. In the
receiver, A tries to recover fo using T steps’ iteration that is
the same as Eq. (17). This gives a way to control the weight

>+ 1—ay_res. (17)



of “task-relevant information” /a7 fj in the distorted output.
The larger T” is, the less “task-relevant information” in f7,
and nearly no guidance involved when 77 = T (in which
diffusion module generates f; without specific order). Since
Eq. (18) is valid for any 0 < T” < T, we can train the diffusion
module to denoise from 7" and deploy the well-trained module
that is set by 7" when transmitting the signal, while receiver
recovers the estimation of f; without other explicit guidance
required. In this way, the choice of T controls the distortion
of the transmitter, hence affects the difficulty for adversaries
to estimate the original images with task information in them.

To further enhance system performance, the receiver can
utilize self-generated label guidance. Specifically, the classifier
module © generates the output gy bypassing the diffusion
module A at first. The accuracy of ¢ is higher when distortion
on f is lower or channel condition is favorable, which means
that ¢ could be more helpful in such cases. Then ¢ can be used
to guide the diffusion module A in the denoising process (Fig.
1). Different from calculating the accuracy of ¢, here we use
the soft version of ¢ that all the category info in the vector will
be utilized as guidance. Next, £ and ¢ are fed into A to produce
4’, which is further reintroduced into A for refined denoising.
By iterating this feedback loop multiple times, the accuracy of
R is significantly improved. Consistent with guidance-based
DDIM implementation, we provide explicit external control to
Aj; by modifying the noise estimation in Eq. (15) to

€(fe,0) = Aé(ft,@,t),

where ¢ serves as self-referential guidance. During the train-
ing, a classifier-free DDIM is trained with ground-truth labels
y by replacing the term e;, with €, ,y in Eq. (16). During
sampling, y replaces y to adaptively guide denoising. This soft
label-embedding method ensures that:

19)

o If § is more accurate, the denoising effect is enhanced,;

o If ¢ is unreliable (e.g., due to excessive self-noising in
U or poor channel conditions), the system performance
remains stable without degradation.

Although the external guidance from gy may be suboptimal
in extreme cases, it improves robustness in most scenarios.
Detailed experimental validation of this iterative denoising
framework is provided in Sec. IV.

C. Diffusion Module Under Wireless Channel

Here we discuss the impact of wireless channel on the
diffusion module in our system. To facilitate discussion, let
fr» =2 and h = 1, then receiver gets

=2+ en= (Var fo+ V1 —arer) + e,

where €, ~ N (0, ath) represents channel noise. Obviously,
the channel noise term adds extra distortion to fr» and
changes its distribution, thus affects the sampling process at
the receiver. To tackle this issue, we introduce some noise
margin for possible channel interference during the forward
process.

Suppose we need to distort fy to fr» which will be
transmitted at 7, given specific timestep 7”. Let 0 < T" < T"

(20)

and

frr = ~Nar fo+ V1 —arrepy, (21)
where epv ~ N(0,I). Note that the term /&r fy remains
the same as fr~. For simplicity, let e;v = ey = €. Then, T
transmits f7~ to the wireless channel, and receiver obtains

2 =2"+emn=Varfo+VIi—areten  (22)
If
E([vI—are|?) =E(|VI—are+eal?), (23)

then E ([|2”||?) = E(||z'||?), which is equivalent to that
R receives fr:. So we can transmit z” while maintaining
the distribution after the wireless transmission, and then the
diffusion module can recover the estimation of fy, without
further ambiguity.

Now we need to find 7". Let « represent channel’s signal-
noise power ratio, then we have

2 _EU1) _ arE(Ifl?) + 0 -ar)D

ch - ’

v Y

where D is the length of € and E[||¢?]|]] = D.
By considering Eq. (22) to (24), we can derive that
__ap (v+E(Ifl?) + D
o = . (25)
Y+ D
Details can be found in Appendix A. In Eq. (25), a; can be
regarded as discrete function of ¢ according to Eq. (13), so T”
can be approximated given 7", v and f; !. In this way, our
diffusion module can effectively handle the influences from
the wireless channel .
If h is involved (e.g., Rayleigh channel), then

2" = hy/ar fo + h/1 — apre + e (26)
Let
o = h (V1 —agprern — V1 —arer) +en,  (27)
and we can get
Z gy G (28)
h h

Receiver can perform the signal estimation using minimum
mean square error (MMSE) once h is estimated. However, the
discussion of h here is beyond the scope of our paper. In this
paper, we focus on improving the task execution performance
when model inversion attack occurs due to neural-based nature
of the semantic systems, and we use AWGN channel as an
example to illustrate our points. We will leave the study of
systems involving more complex channel conditions in the
future work.

D. System Training Procedure

Here we introduce the training procedure in our experiment.
As shown in Fig. 1,  is used as a global parameter that controls

! fo and ey, are of the same length.

2In the implementation, we find the maximum 7" that ag is no larger
than the right side of Eq. (25). If cannot, let 7"/ = 0; generally, it means that
T’ is small enough, or ~ is larger enough. Both situations mean that there
will not be significant distortion on fp.



Algorithm 1 System Training Preparation

Algorithm 2 Receiver Fine-tuning

1: Initialization: Initialize weights W and biases b in 7, R,
A and ©.
Input: z € X and i € X.
Stage 1: Training ¢, and Oy.
Oy(x) = 2.
Transmit z over wireless channel and get Z.
O¢(z) = 9.
Calculate Lcg by Eq. (6) and update ¢, 6.
Stage 2: Training A
Py(z) = f.
Train U-Net by minimizing Ly.ne using Eq. (16), and
update 4.
11: Stage 3: Training A, and O,
12: q)¢(i) = z.
13:  Transmit Z over wireless channel and get 2.
140 Aq(2) =i
15:  Directly distort x to get 2.
16: ég (cat(z,&,2,%)) = é
17: Use z to calculate MSE loss by Eq. (5); use g to
calculate CE loss by Eq. (6).
18:  Update @ and 6.
19: Output: Pre-trained network 7, R, A and ©.

R A S o

4

the distortion at the transmitter and helps the denoising at
the receiver. All modules are neural-based except for self-
noising module and wireless channel modules. As for wireless
channel, we consider AWGN channel in the experiment. The
self-noising module can be regarded as a channel compensator,
ensuring that the signals received by the diffusion module
appear as if they have passed through a Gaussian channel,
thereby conforming to the input requirements for denoising.
MNIST and CIFARIO are used as datasets to train the sys-
tem model. Given the small size of images and features in
these datasets, we only employ a simple diffusion module
that is easy to train and implement, as well as convenient
for deployment considering the low-latency requirements of
practical communication systems.

For ease of tracking, we divide the training procedure into
two parts. The first part consists of three stages, each designed
to prepare a specific module, as outlined in Algorithm 1.
We assume that when an adversary 4 attempts to “join” a
transmitter-receiver pair, the transmitter 7 and receiver R
have already been fully trained and are successfully deployed
on the transmission nodes. Consequently, the training of A
must occur after the completion of the 7-R pair. As shown
in Fig. 2, we use the well-trained transmitter to train the
adversary, where receiver is not involved here. Hence, the
performance of A will inherently depend on the training
outcomes of 7. By optimizing the training of the 7-R pair
and subsequently training A to its fullest potential, we aim
to establish a (non-strict) upper bound on the amount of
valid information the adversary can extract under the given
dataset and system. The training of strong classifier © can be
carried out simultaneously with A, or after the training of A
is finished.

The second part is fine-tuning the receiver given fixed ®

1: Inmitialization: Load pre-trained networks 7, R and A.

2: Input: z € X.

3: Given 0 < T’ <T,

4. Find T by Eq. (25).

550 Tela, T, T") = 2.

6:  Transmit z over wireless channel and get 2.

7. Og(cat(2,T)) = 9.

8:  if using E-DiffSem:

9: while accuracy of g increases:

10: forte{ti=0<ta< - <ty=T}

11: Denoise zZ by Eq. (17) and Eq. (19) from f; to
ft—1, with g involved.

12: end for and get f.

13: O(cat(f,2,T")) = 4.

14: end while

15:  elif using DiffSem:

16: fOl‘tE{tl=0<t2<"'<tN=T/}:

17: Denoise z by Eq. (17) and Eq. (15) from f; to
fi—1- A

18: end for and get f.

19: Oo(cat(f,2,T") = i.

20:  end if

21:  Calculate Lcg(y,y) by Eq. 6 and update 6.
22: Change T” and return to Line 3 to repeat.
23: Output: Finetuned network ©y.

and U, as described in Algorithm 2. We implemented Dift-
Sem, which performs a single-pass pipeline processing on the
receiver’s input, and an enhanced version named E-DiffSem,
where “E” stands for “enhance”. E-DiffSem utilizes soft y
as self-referential guidance to improve the performance of
denoising. Specifically, self-referential ¢ is iteratively utilized
until the accuracy of § reaches stability. For both methods, the
diffusion steps N are set to min(7”,50). Experimental results
and discussions will be elaborated in the next section.

IV. EXPERIMENTS AND RESULTS

In this section, we will first explain the module design in our
system and introduce the details of experiment initialization.
Next, we present the results and discussions based on our
experimental findings.

A. Module Implementation

The structures of modules involved in our system are as
shown in Table I and Table II. We evaluate our proposed
system on MNIST and CIFAR10 datasets. Functions of each
module are as mentioned above. The compression rates (p)
are set to 8.16% and 6.25% for the MNIST and CIFAR-
10 datasets, respectively. These values are chosen merely for
the convenience of model training, without any specific or
intentional numerical design. Note that before the encoder’s
output is sent to the self-denoising module, it undergoes power
normalization to make sure that >, (f?/k) < 1, where i is the
pixel index. This operation is performed during the training of
the 7-R pair and the training of A, to facilitate the denoising



TABLE 1

SUMMARY OF MODULES FOR MNIST DATASET

Modules Layers Diﬁltlz:gil;ns
Conv2d+LeakyReLU | 16x14x14
Encoder Conv2d+LeakyReLLU 32x8x8
Conv2d+LayerNorm 1x8x8
Classifier Linear+ReL.U 64x2+1
(in Receiver) Linear 10
. Linear+Tanh 784
?lt;o,;‘llg“gf‘;;ﬁ;; Linear+Tanh 128
Linear+Sigmoid 10
Adversary Linear+Tanh 784
Linear 1x28x%x28
TABLE II
SUMMARY OF MODULES FOR CIFAR10 DATASET
Modules Layers Digll;:ll;lil(:ns
Conv2d+LeakyReLU 16x32x32
Conv2d+LeakyReLU | 32x16x16
Encoder Residual 32x16x16
LR |
Conv2d+Tanh 64x8x8
. Conv2d+Tanh 512x4x4
(mClli':?effsz 0 Residual Block 512x4x4
AdaptiveAvgPool2d 512
Linear+Tanh 10
Conv2d+ReLU 64x32x32
Conv2d+ReLU 256x16x16
Strong Classifier Residual Block 512x8x8
(in Third-party) | AdaptiveAvgPool2d | 512x2x2
Linear+ReLU 256
Linear 10
Conv2d+Tanh 512x8x8
Adversary | \Residual Bloskyx2 | 128%32x32
Conv2d+Tanh 3x32x32

process at the receiver. Therefore, the output of the 7 does

not require further normalization.

There are two classifiers in the system, © and stronger
©. When using the MNIST dataset, the input of © is a
combination of 2, f and ¢, resulting in a dimension of
64 x 2 4 1, while the input size of © is 1 x 28 x 28. For
the CIFAR10 dataset, the input of © is a concatenation of 2
and f , with ¢ padded alongside them. Hence, the dimension
of the input becomes (3 X 2) x 8 x (8 +1) =6 x 8 x 9. The
strong classifier ©5 needs to learn from the combined dataset
that includes training dataset X, adversary’s dataset X and
the outputs of the adversary, and aims to achieve as accurate
classification as possible. © also learns to categorize images
that are directly distorted according to channel conditions,
denoted as .

TABLE III
SUMMARY OF STRUCTURE FOR U-NET
Processing Output
Steps Layers Dimensions
ResidualConv Block 128 x8x%x8
Encoding Unet Down 128 x4 x4
Unet Down 256x2x2
Vectorization AvgPool2d+GELU 768x1x1
2xE FC (Ti 256/128)x 1x 1
Embedding xEmbedFC (Time) (256/128)x 1%
2xEmbedFC (Context) | (256/128)x1x1
ConvTrans2d
. +GroupNorm+ReLU 256x2x2
Decoding UnetUp 128 x4 x4
UnetUp 128 %8x8
Conv2d+GroupNorm
Output +ReL.U+Conv2d 1x8x8

The structure of U-Net in the diffusion module is shown in
Table IIT 3. We employ U-Net to denoise the input effectively
while incorporating the guide information. Specifically, it first
processes noisy features by down-sampling them through an
encoding step. The down-sampled features are then vectorized
and combined with time embeddings and context embeddings
(if any) that guide the decoding step. Decoding step up-
samples the features and integrates skip connections from
the encoding. Finally, convolutional layers reconstruct the
denoised features that match the input dimensions. This struc-
ture allows the model to effectively denoise images while
incorporating time and context information. In our imple-
mentation, the diffusion module remains static after training,
allowing pre-trained diffusion models to handle and generate
transmission information efficiently. This eliminates the need
for joint training, significantly lowering both computational
overhead and energy usage [37].

Other relevant details are outlined as follows. We use
maximum diffusion timestep 7' = 500 and 0 < 7" < T. We
set the learning rate varying from 1 x 1073 to 1 x 10~%. Adam
optimizer was utilized for training, along with the Reducel-
ROnPlateau scheduler to dynamically adjust the learning rate,
ensuring efficient convergence and preventing overfitting. Both
MNIST and CIFARI10 datasets are divided into two portions,
with 60% allocated for the 7-R pair and 40% designated for
A.

We reproduced several baseline models to provide a clear
comparison and better evaluate the performance of our system.

o Information bottleneck theory and adversarial learning
(named “IBAL”) [29], that could extract and transmit
task-related features while enhancing privacy by sig-
nificantly decreasing the SSIM and PSNR values of
estimated images that the adversary could generate;

o IBAL under dynamic channel conditions (named “IBAL-
D”) [29], that can adjust the weights of the classifier’s
decision term and the attacker’s recovery term in the loss

3Due to limited space and to avoid excessive repetition, here we present
the structure of U-Net used in E-DiffSem. For DiffSem, context embedding
is not involved, the vectorization step generates 128x2x2, and the output
dimensions with 256 should be 128.
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Fig. 5: Plot of accuracy versus SSIM and PSNR using MNIST dataset.

function based on the channel conditions.

¢ Direct mode (named “Direct”), where images x € X are
directly distorted according to the channel conditions, and
then are classified by the strong classifier.

o Permutation mode (named ‘“Permutation” [40], where the
order of elements of images are rearranged according to
a specific permutation rule or key, without altering the
actual content of the elements. Then permuted images
are classified by the strong classifier.

B. Results on MNIST dataset

Fig. 4 provides a comprehensive performance comparison
of various semantic communication systems for the MNIST
dataset with a particular focus on accuracy, under channel
SNR 15dB. Here we provide another curve named “Classi-
fier”, which means % is directly sent into the classifier Oy
and bypasses the diffusion module. The green solid lines
with notations stars and circles represent the classification
accuracy of Z and Z, without other modules involved. They
can be simply regarded as a classification task and an image
restoration task under different channel conditions that are
determined by ¢, and they reveal a fundamental gap that
reflects the intrinsic difference between recovering semantic
information (task-specific features) and syntactic information
(pixel-level details) given specific task and dataset, confirming

that task-oriented recovery is inherently more efficient. For
example, at ¢ = 300, the classifier achieves 84% accuracy,
while the adversary’s reconstructed images yield only 62%
accuracy for the same task. Since semantic information is a
highly condensed version of syntax and requires less feature to
describe, reconstructing syntax is inherently more demanding
than recovering semantics.

The two red lines at the top of the figure represent the
classification accuracy of the receiver after incorporating the
diffusion module. It can be observed that using DiffSem
provides a slight improvement in the receiver’s recovery,
while the label-embedded E-DiffSem significantly enhances
system performance. This aligns with the earlier discussion
that /ay fo can be regarded as an intrinsic guide, and the
receiver’s preliminary recovery g can serve as guidance to
effectively boost diffusion. Most notably, when t = 300,
DiffSem and E-DiffSem improve classification accuracy by
3.35% and 10.03% comparing to the system without diffu-
sion, respectively. One possible explanation for the superior
performance of diffusion-based methods lies in their ability
to model complex distributions and generate high-quality
reconstructions. Diffusion models iteratively refine the output
by design, which aligns well with the requirements of semantic
communication, where accurate reconstruction of semantic in-
formation is crucial. E-DiffSem further optimizes the diffusion
process by effectively leveraging the label estimated by the
classifier, leading to higher accuracy.

The IBAL and IBAL-D baselines provide an interesting
contrast to the proposed methods. Note that the curves in Fig.
4 use SNR as the horizontal axis during training; here they
have been recalculated based on Eq. (14) and presented with
t as the horizontal axis. We employ the same strong classifier
structure for all adversaries including the one in our system,
ensuring a consistent ability to assess the amount of task-
relevant information in reconstructed images. Since adversarial
training, which is grounded in the information bottleneck
principle, demands the careful navigation of a dynamic trade-
off between the transmission of task-relevant information and
the mitigation of adversarial threats, this inevitable compro-
mise inherently limits the amount of information that can be
transmitted during standard communication, ultimately caus-
ing a pronounced decline in the receiver’s accuracy. In stark
contrast, our diffusion-based receiver demonstrates remarkable
superiority, achieving significantly higher performance com-
pared to both IBAL systems.

Fig. 5 shows how accuracy varies with SSIM and PSNR on
the MNIST dataset. Here, “Direct” and “Permutation” mean
the accuracy of ©’s classification to the original images and
permuted images that are directly noised by a certain level
of Gaussian white noise * (as shown in Fig. 7), based on
Eq. (12); we use a simple permutation method that divides
the image into four parts and swaps the position of up-left
corner and down-right corner parts. Essentially, our system’s

4Here we just use those two baselines as comparisons to show that SSIM
or PSNR may be disconnected to the semantic fidelity in some cases, and the
appliance of permutation is beyond our scope of this paper. Future work may
utilize permutation to further enhance the system performance against model
inversion attack.
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Fig. 6: Adversary’s output images with different SNR or ¢ under MNIST dataset. 1st row: —10 dB; ¢ = 344. 2nd row: 0 dB; ¢ = 184. 3rd
row: 10 dB; t = 67. (a)(e)(i) Original images. (b)(f)(j) IBAL system. (c)(g)(k) IBAL-D system. (d)(h)(1) Our system.

(d)

Fig. 7: (a)(b)(c) Direct mode and (d)(e)(f) permutation mode, with
channel noise —10 dB, 0 dB, 10 dB. Original images are as (a)(e)(i)
in Fig. 6.

adversary A, as well as the adversaries in the two IBAL
systems, can partially achieve the recovery of the input =z,
as evidenced by their SSIM values being higher than those
of the direct-noising scenario in most cases with the same
accuracy. This aligns with the characteristic of adversaries that
have denoising capabilities, as noted in [41]. Compared to
the adversary in our system, despite the adversaries in both
information-bottleneck-based systems effectively reduce the
estimated SSIM and PSNR of the original input obtained by
the attacker, we observe that there are cases that the adver-
sary’s classification accuracy can remain relatively high. For
instance, the classification accuracy for our system’s attacker
(blue dashed line) at SSIM = 0.2 is 0.47, while for IBAL-D
(purple dashed line with circle markers) at SSIM = 0.175, it

is 0.78. This indicates that adversarial training merely distorts
syntactic features without suppressing semantic information,
since the key features remain intact or largely unchanged
from the perspective of neural networks. It can be evidenced
in Fig. 6 that the adversary’s images in IBAL still have
enough semantic information that can be used to categorize,
even though their SSIM or PSNR values are lower. The
lower plot in Fig. 5, showing the complicated correspondence
between PSNR and accuracy, further supports the discussion
above, since PSNR ignores perceptual quality and structural
information that is important to a classification task [30]. In
task-oriented semantic communication, the primary goal is to
accurately reconstruct and understand the transmitted task-
related information, rather than merely preserving pixel-level
fidelity. Therefore, metrics like accuracy, which directly mea-
sures the system’s ability to correctly interpret the semantic
content, are more appropriate for evaluating the effectiveness
of adversarial attacks.

The training strategy of our system prioritizes the recovery
of semantic information. The adversary is only tasked with
reconstructing images after the 7 — R pair is fully trained to
recover task-relevant semantic information, and the amount
of information in 7’s output can be considered constant.
Since we further process the adversary’s output through a
strong classifier that effectively converting the image recon-
struction task into a classification task, it allows us to evaluate
how much of the “task-relevant” information is contained
within the reconstructed images, which is directly tied to
the quality of the image reconstruction. However, due to the
limited information provided by 7 and the fact that the 7’s
output is not primarily designed for image reconstruction,
the adversary’s ability to recover syntactic information is
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Fig. 8: System performances on MNIST dataset under AWGN
channel with different channel SNRs.

inherently biased, resulting in less “task-relevant” information
embedded in the reconstructed images. If the 7 — A pair is
trained first, followed by the receiver R, the training process
would inevitably prioritize a “high-information task” (image
reconstruction) before transitioning into a “low-information
task™ (classification). This approach would likely lead to the
encoder producing excessive information, which, according to
the evaluation standard defined in Def. (1), would benefit the
adversary by providing more access to task-relevant semantic
information, even if the recovered images have relatively low
SSIM (or PSNR) values. Consequently, this strategy would
compromise the privacy protection intended for the classifier.

Fig. 8 illustrates the robustness of our DiffSem system
across diverse channel conditions. As outlined in Sec. III Part
C, the transmitter dynamically adjusts the level of self-noising
pre-added noise based on the estimated channel condition.
When facing high SNR regimes, the self-noising module
becomes the primary driver of signal distortion, meaning that
variations in ¢ more directly influence the performance of both
the receiver and the attacker, allowing precise control via t.
Conversely, in poor channel conditions, the wireless channel
itself dominates, allowing the self-noising module to flexibly
control the quality of the transmitted signal while preventing
over-compression to exert minimal impact on the signal state
at the receiver. For instance, at a channel SNR of —5 dB,
the dominance of channel noise results in a nearly constant
information gap between the classifier and the adversary. We
observe that for ¢ > 250, the performance of both the receiver
and the adversary slightly deteriorates compared to scenarios
with higher channel SNR. This discrepancy may stem from
the discrete nature of &, causing deviations between practical
estimates and theoretical calculations. Overall, our self-noising
module effectively modulates the degree of signal distortion
in response to wireless channel conditions, maintaining an
appropriate noise margin and ensuring reliable operation under
both high and low SNR environments.

C. Results on CIFARIO dataset

We also implement the system on the CIFARI10 dataset,
which has complex scenes that pose more challenges for
semantic communication systems. Fig. 9 illustrates the re-

Accuracy

-+ Receiver (E-DiffSem) |

0 50 100 150 200 250 300 350 400 450 500
t

Fig. 9: System performances using CIFAR10 dataset.

ceiver’s classification accuracy and the attacker’s success rate
as functions of ¢. Given our assumption that the training of
the 7 — R pair takes precedence over the adversary’s training,
even at ¢t = 0, the classification accuracy of the adversary’s
reconstructed images is not very high. This is because the
T — R pair’s training prioritizes the completion of the label
classification task, and the backpropagation process optimizes
the 7’s neural network in a way that is not aligned with the
adversary’s image recovery requirements, which is acceptable
since normal systems are not designed to meet attackers’
needs.

The two red lines in Fig. 9 show that the system incor-
porating the diffusion module outperforms the classifier-only
scenario. This indicates that imperfect labels can still provide
coarse-grained constraints for the diffusion path. However, the
additional performance improvement brought by E-DiffSem
is less pronounced compared to the MNIST dataset. This
discrepancy may be because the CIFAR10 dataset contains
richer and more complex information than MNIST, which
makes it more challenging for the imperfect labels estimated
by the classifier to provide effective guidance to the dif-
fusion module. In the future, we could explore integrating
Transformer-based self-attention mechanisms or leveraging
image semantic segmentation techniques to provide stronger
guidance for the diffusion module, thereby further enhancing
system performance.

As shown in Fig. 11, our system actively degrades the
semantic utility of adversarial reconstructions. For instance,
at ¢ = 150 (p = 2.3 dB), the adversary’s recovered images
(Fig. 11(c)) retain only fragmented visual cues (e.g., partial
textures), resulting in a classification accuracy of 58.7%, which
is significantly below 87.3% when bypassing diffusion, as well
as 91.7% and 93.3% when using DiffSem and E-DiffSem. The
gaps stem from our diffusion model’s prioritized recovery of
task-specific features (e.g., object categories) while discarding
non-essential syntactic details. Such a design ensures that
even if attackers partially reconstruct pixel-level content, they
cannot infer semantic information effectively in a certain
possibility.

Fig. 10 shows the accuracy versus SSIM and PSNR on the
CIFAR10 dataset. It highlights the weak correlation between
traditional image quality metrics and semantic security. For
instance, when SSIM is 0.12, the attacker’s category accuracy
still reaches 51.8%, whereas in the direct mode, with SSIM
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equal to 0.14, the accuracy is only 42.6%. This difference
arises from the attacker’s ability to implicitly learn class-
discriminative features, while variations in pixel texture are
insufficient to prevent the attacker from acquiring these fea-
tures. Other curves in this figure can further demonstrate that
SSIM and PSNR are not suitable metrics for evaluating the
amount of task-relevant information obtained by the attacker
in task-oriented communication systems.

As a supplement to the discussion, here we remark the
computational complexity of our proposed system. Our hard-
ware conditions are: CPU, Intel Xeon Gold 5220; GPU,
GeForce RTX 3090. Although the diffusion model introduces
additional computational overhead, the DDIM acceleration
strategy restricts the additional single-sample inference time
of DiffSem to approximately 0.1s per batch (batch size 256)
on CIFARI10. It shows that the performance enhancement
does not impose a substantial computational burden given the
relatively small dataset. For higher-resolution datasets, such
as ImageNet, the trade-off between performance improvement
and computational cost may become a critical consideration,
especially in real-time applications where latency is a key
factor. Future work could focus on optimizing the diffusion
process, potentially exploring techniques such as knowledge
distillation, model pruning, or adopting more efficient neural
network architectures to address this challenge.

V. CONCLUSION

In this paper, we have introduced a diffusion-based semantic
communication framework named DiffSem, to address the
dual challenges of optimizing task performance and ensur-
ing privacy protection in semantic communication systems.
By leveraging the diffusion mechanism and integrating label
embedding, DiffSem effectively reconstructs semantic infor-
mation and significantly improves task accuracy, as evidenced
by a 10.3% boost on the MNIST dataset. To tackle the growing
concern of privacy risks posed by model inversion attacks, we
proposed a novel evaluation metric that quantifies the semantic
fidelity of adversarial outputs, offering a precise, task-relevant
method to assess privacy vulnerabilities. Furthermore, we
developed a non-adversarial privacy protection strategy that
prioritizes the preservation of semantic fidelity for legitimate

receivers while constraining the semantic information accessi-
ble to adversaries. This approach, combined with an adaptive
noise injection mechanism, enables the system to maintain a
clear distinction between semantic and syntactic information
recovery, thereby advancing the understanding of their respec-
tive roles in privacy and communication. Experimental results
also highlight the limitations of traditional image quality met-
rics, such as PSNR and SSIM, in reflecting task-relevant se-
mantic fidelity, highlighting the utility of our proposed metric.
Overall, this work provides a unified framework that balances
task optimization and privacy protection, contributing to the
development of secure and efficient semantic communication
systems.

APPENDIX

Here we derive the Eq. (25) in detail. Since we have

E(I2'*) = ar |l fol* + (1 — o7) D (29)
and
E (I2"1?) = azllfol* + (1 — &z») D + 0&,D
:@T’Hf0||2+(1_@T”)D (30)
ar K Y+ (1 —aps)D
L or (I foll?) + (1 — agn) D.
v
we can get
apE 2+ (1 —ar)D
1 — agn + — (1ol )7 ( ) =1—ap (31)
when E ([|2/[|?) = E (||2”]|?). Then
D E 2 D
i (1 + ) — ar (1 T <”f0“>) 2 @
v v v
Arranging the formula above, we can get
_ o (v+E(fol?) +D
(% . (33)
Y+ D
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