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Abstract
Machine learning (ML) models are proving to be vulnerable
to a variety of attacks that allow the adversary to learn sen-
sitive information, cause mispredictions, and more. While
these attacks have been extensively studied, current research
predominantly focuses on analyzing each attack type indi-
vidually. In practice, however, adversaries may employ mul-
tiple attack strategies simultaneously rather than relying on
a single approach. This prompts a crucial yet underexplored
question: When the adversary has multiple attacks at their
disposal, are they able to mount or amplify the effect of one
attack with another? In this paper, we take the first step in
studying the strategic interactions among different attacks,
which we define as attack compositions. Specifically, we
focus on four well-studied attacks during the model’s infer-
ence phase: adversarial examples, attribute inference, mem-
bership inference, and property inference. To facilitate the
study of their interactions, we propose a taxonomy based on
three stages of the attack pipeline: preparation, execution,
and evaluation. Using this taxonomy, we identify four effec-
tive attack compositions, such as property inference assist-
ing attribute inference at its preparation level and adversarial
examples assisting property inference at its execution level.
We conduct extensive experiments on the attack composi-
tions using three ML model architectures and three bench-
mark image datasets. Empirical results demonstrate the ef-
fectiveness of these four attack compositions. We implement
and release a modular reusable toolkit, COAT. Arguably, our
work serves as a call for researchers and practitioners to con-
sider advanced adversarial settings involving multiple attack
strategies, aiming to strengthen the security and robustness
of AI systems.

1 Introduction
Recently, machine learning has gained momentum in multi-
ple fields, achieving success in real-world deployments, such
as image classification [6, 17, 65], face recognition [30, 66],
and medical image analysis [8, 32, 59]. Nevertheless, prior
research has shed light on the vulnerability of ML models
to various attacks, such as adversarial examples [4, 27, 53],
membership inference [38, 47, 55, 56], and backdoor at-
tacks [15, 22, 40]. These vulnerabilities prompt significant
security and privacy risks. As a result, investigating, quan-
tifying, and mitigating these various attacks on ML models
have become increasingly important topics.

Currently, most research in this field focuses on devel-
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Figure 1: Given a target model, the adversary can launch dif-
ferent attacks to achieve different malicious goals.

oping or optimizing more powerful attacks, e.g., higher at-
tack success rates or greater stealthiness, and proposing cor-
responding countermeasures. More precisely, these studies
typically focus on individual attacks. While some measure-
ment or benchmark papers exist that consider multiple at-
tacks, e.g., ML-Doctor [42] or SecurityNet [63], they still
implement each attack individually. In other words, studying
attacks in isolation is actually the most common practice in
the existing ML security domain.

However, this practice may not accurately reflect real-
world scenarios, where adversaries often possess multiple at-
tack strategies and can potentially synergize or leverage them
simultaneously. When focusing solely on individual attacks,
researchers may overlook the potential for adversaries to am-
plify the impact of one attack by leveraging knowledge or ca-
pabilities gained from another attack. Consequently, the true
extent of vulnerabilities and risks posed by combined attacks
may be underestimated or remain unexplored. This reality
prompts the need for a more comprehensive understanding
of the intentional interactions among different attacks.

1.1 Contributions
In this work, we take the first step in exploring the (possi-
ble) intentional interactions between different types of at-
tacks. We focus exclusively on the inference phase of ML
models since deployed models are more likely to face in-
tentional interactions between different attacks. Specifically,
we consider the four most representative attacks launched
during the inference phase of the ML model, aka inference
time attacks: adversarial examples [4, 27, 53], attribute in-
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ference [46, 58], membership inference [38, 47, 55, 56], and
property inference [46].

We formulate the following research questions (RQs),
aiming at addressing this significant gap.

• RQ1: How can we approach the design and implemen-
tation of attack compositions?

• RQ2: How can the knowledge gained from one type of
attack facilitate or amplify the effectiveness of another
attack?

• RQ3: How effective are combined attacks in exploiting
ML model vulnerabilities compared to individual ones?

Composition Taxonomy. First, we propose a taxonomy for
attack compositions based on the attack pipeline (RQ1), di-
vided into three levels: preparation, execution and evalua-
tion. The former encompasses all preliminary activities be-
fore the main attack, including tool setup, data collection,
and configuration. The execution level covers the attack’s ac-
tual implementation, involving malicious queries, responses,
and vulnerability exploitation. Finally, the evaluation level
assesses the attack impact, including system disruption, goal
achievement, and any post-exploitation activities.
Composition Methodology. Based on the taxonomy, we
conduct an extensive exploration of attack compositions
across four representative inference-time attacks (RQ2).
Specifically, we identify four effective attack compositions:
one at the preparation level, two at the execution level, and
one at the assessment level. At the preparation level, we
propose using property inference to assist attribute inference
(PropInf2AttrInf). By determining the attribute distribution
in the victim model’s training dataset through property infer-
ence, we use it to create a balanced attack training dataset
for attribute inference. At the execution level, we propose
two attack compositions: using adversarial examples to as-
sist membership inference (ADV2MemInf) and property in-
ference (ADV2PropInf), respectively. Adversarial examples
can search for different noise magnitudes for various mem-
bership or property statuses, which are then integrated into
their original information for improved attack performance.
At the evaluation level, we leverage property inference to
assist membership inference (PropInf2MemInf). After the
membership inference process ends, we use the property dis-
tribution determined by property inference to calibrate its at-
tack output.
Composition Evaluation. We conduct extensive experi-
ments across three popular ML model architectures and three
benchmark image datasets (RQ3). Here, we summarize
our analysis using ResNet18 [23] trained on CIFAR10 [1]
as an example. First, property inference significantly am-
plifies attribute inference at its preparation level. For in-
stance, AttrInf achieves an accuracy of 0.500, while PropInf
2AttrInf achieves an empirical accuracy of 0.894 and a the-
oretical accuracy of 0.872. Second, adversarial examples
improve both membership inference and property inference.
For instance, the black-box MemInf with shadow model and
PropInf achieve an accuracy of 0.664 and 0.890, respec-
tively, while the attack compositions yield significantly im-

proved results, with accuracies of 0.851 and 0.960, respec-
tively. Finally, the black-box MemInf with partial training
dataset achieves an accuracy of 0.631, compared to PropInf
2MemInf’s accuracy of 0.669.
COAT. To evaluate our proposed diverse attack com-
positions, we develop a modular framework, COAT
(Composition of ATtacks). With its modular design, COAT
allows for easy integration of new versions of each attack
type, additional datasets, and models. Our code will be re-
leased publicly along with the final version of the paper (and
is already available upon request), thus facilitating further re-
search in the field.
Note. We deliberately exclude model-stealing attacks from
consideration, as the process of stealing essentially trans-
forms a black-box model into a white-box model, which falls
outside our formal definition of attack composition. Addi-
tionally, we omit consideration of training-time attacks, such
as backdoor attacks, since these scenarios presuppose adver-
sarial involvement in the training process of victim models –
a condition that violates our fundamental assumptions about
attacker capabilities, definition of compositions, and access
limitations.

2 Inference-Time Attacks
In this section, we present the four most representative at-
tacks during the ML models’ inference phase, namely, ad-
versarial examples (Section 2.1), attribute inference (Sec-
tion 2.2), membership inference (Section 2.3), and property
inference (Section 2.4). Specifically, the first three are de-
signed at the sample level, while the last one aims to infer
the general information at the dataset level. Different attacks
can be applied to different threat models; see Table 1. For
each attack and each threat model, we focus on one repre-
sentative state-of-the-art method.

Table 1: Different attacks under different threat models.

Auxiliary Model Access
Dataset Black-Box (M B) White-Box (M W)

Partial (DP
aux) MemInf MemInf, AttrInf

Shadow (DS
aux) MemInf, PropInf MemInf, AttrInf

Query (DQ
aux) PropInf -

2.1 Adversarial Examples
Adversarial examples (ADV) [4,7,10,21,21,27,44,52,53,60]
are a type of ML security threat where malicious inputs are
deliberately designed to deceive ML models. These inputs,
known as adversarial examples, are typically crafted by mak-
ing small, often imperceptible modifications to target data to
cause the model to predict incorrectly. More formally, given
a target data sample xtarget, (the access to) a target model
M , an adversarial example xadv can be generated by apply-
ing a perturbation δ such that xadv = xtarget + δ. To ensure
it remains subtle, the perturbation is usually constrained by
a norm ∥δ∥p ≤ ε. The goal is to maximize the loss func-
tion ℓ

(
M

θ
(xadv),y

)
In general, an adversarial attack can be
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defined as:

ADV : xtarget,M →{xadv} (1)

In general, this type of attack can be categorized into two
types based on the knowledge of the adversary: black-box
and white-box attacks (M ∈ {M B,M W}).
Black-Box ⟨ADV,M B,xtarget⟩ [5]. Black-box attacks oper-
ate under the assumption that the adversary has no internal
knowledge of the models. Instead, the adversary can only ob-
serve the outputs from the model. This scenario is more com-
mon in the real world, where internal details are inaccessible.
They usually leverage trial-and-error to approximate the gra-
dient of the target model [13] or randomized search schemes
to approximate the boundary of the data samples [5].
White-Box ⟨ADV,M W,xtarget⟩ [44]. White-box attacks as-
sume the adversary has complete knowledge of the model,
including its architecture, parameters, and training data. It
allows the adversary to precisely calculate the most effective
perturbations to maximize errors of ML models, often em-
ploying gradient-based methods to manipulate the input data
directly, such as C&W [10], FGSM [21], JSMA [52], and
PGD [44].

2.2 Attribute Inference
During the training phase, an ML model might unintention-
ally learn information that is not directly relevant to its in-
tended tasks. If these models are open-source and published
on the internet, the adversary may use them to predict some
sensitive information. For example, a model designed to pre-
dict some features such as eye color from profile pictures
could inadvertently also develop the ability to leak ethnici-
ties [42, 46, 58]. This phenomenon of accessing unintended
information is referred to as attribute inference (AttrInf).
State-of-the-art attacks often utilize embeddings from a spe-
cific sample (xtarget) extracted from the model in question to
ascertain the attributes of that sample. Thus, we assume the
adversary to have white-box access to the target model. Fol-
lowed by previous work [42], attribute inference is formally
described as follows:

AttrInf : xtarget,M W,DS
aux → target attributes (2)

Here, Daux represents an auxiliary dataset that contains a sec-
ondary attribute. It is assumed that the adversary has the abil-
ity to build the target attributes in the auxiliary dataset and
employs the embeddings of these attributes from the aux-
iliary dataset to train a classifier, aiming to predict the at-
tributes of the actual dataset.

2.3 Membership Inference
Membership inference attacks (MemInf) [56] involve adver-
saries seeking to ascertain if a specific data point was used
in the training of a machine learning model. Specifically,
given a data sample xtarget, a target model M , and an aux-
iliary dataset Daux, the process of membership inference is
formulated as:

MemInf : xtarget,M ,Daux → member,non-member (3)

wherein M ∈ M B,M W and Daux ∈ DP
aux,DS

aux.
Extensive papers have been conducted on membership in-

ference [12,14,29,33,38,42,47,54–56], emphasizing its po-
tential to compromise privacy. For instance, if a model for
predicting medication dosages uses data from patients with a
specific ailment, the model’s training inclusion reveals sen-
sitive health information. Predominantly, such inference at-
tacks indicate that a model may reveal extra information, fa-
cilitating further exploits [11].

Below is an explanation of how to implement membership
inference (MemInf) under varying threat scenarios.
Black-Box/Shadow ⟨MemInf,M B,DS

aux⟩ [55]. The most
prevalent and challenging scenario involves the adversary
having only black-box access (M B) to the model along with
a shadow auxiliary dataset (DS

aux). The adversary divides the
shadow dataset and trains a model similar to the target model
(mostly with the same architecture) on the shadow training
dataset. For each sample, the output from this shadow model
indicates membership, which the adversary uses to label the
data. After finishing the shadow training process, the ad-
versary uses the shadow testing dataset to query the shadow
model. The adversary labels these samples as non-member
data. These labeled data then help train a meta-classifier that
determines membership in the target model by analyzing the
output from the target model.
Black-Box/Partial ⟨MemInf,M B,DP

aux⟩ [55]. When the ad-
versary has black-box access and only partial data from the
training dataset, they can strategically leverage these data
samples to query the target model directly, eliminating the
necessity of training a shadow model. The outputs from the
target model with partial training data can be effectively cat-
egorized as the ground truth of members. More concretely,
the adversary obtains non-member data by querying the tar-
get model using samples from a testing dataset. Upon ac-
quiring these labeled datasets, the adversary can proceed to
develop a meta-classifier.
White-Box/Shadow ⟨MemInf,M W,DS

aux⟩ [48]. Nasr et
al. [48] introduce an attack in the white-box setting. Al-
though their initial configuration utilized partial training
datasets, we follow previous work [42] by extending this
setting to incorporate shadow models. Similar to the black-
box model scenario, this setting necessitates the training of a
shadow model to obtain ground truth for member and non-
member samples. However, a crucial difference from the
black-box setting lies in the assumption that the adversary
has full access to the target models. This enhanced access
enables the adversary to strengthen membership inference
through the utilization of supplementary information. In this
paper, we follow the methodology established by Nasr et
al. [48], conducting membership inference attacks by lever-
aging multiple features: sample gradients concerning the
model parameters, embeddings from different intermediate
layers, classification loss, and prediction posteriors (and la-
bels).
White-Box/Partial ⟨MemInf,M W,DP

aux⟩ [48]. The method
in this scenario mirrors ⟨MemInf,M B,DP

aux⟩. The only
difference is that the adversary can utilize the features of
⟨MemInf,M W,DS

aux⟩.
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LiRA ⟨MemInf,LiRA,DS
aux⟩ [9]. Unlike the previous four

settings that rely on confidence scores or prediction probabil-
ities, LiRA leverages multiple shadow models and constructs
a likelihood ratio based on the difference in model outputs
when data points are included or excluded from training.
Therefore, we need to train different shadow models with
different DS

aux.

2.4 Property Inference
Property inference attacks (PropInf) [20, 45, 46, 68] aim to
infer general information about the training dataset, such as
the proportion of data with a specific property unrelated to
the main classification task. For example, the gender ratio in
the training dataset can be inferred when a model for clas-
sifying race is given. Previous works require access to the
training process of the model (e.g., via gradients [46]) or to
model parameters [20]. These methods are easy to imple-
ment for a few layers of neural networks. However, once the
model becomes complex, the vast computational and mem-
ory resources are difficult to achieve. In addition, we build
the query auxiliary datasets DQ

aux with different proportions
of property. Therefore, in this paper, given a target model
M , the adversary first trains the shadow models by shadow
auxiliary datasets DS

aux with different proportions of the tar-
get property. Next, they query these shadow models to get
the outputs of each proportion and concatenate these results
together to train a meta-classifier for the property inference.
We only need black-box access for this attack. Thus, the
property inference can be defined as:

PropInf : M B,DT
aux,DS

aux →{target property} (4)

The global properties of a dataset are confidential when
they relate to the proprietary information or intellectual prop-
erty that the data contains, which its owner is not willing
to share. This exposure can lead to severe privacy viola-
tions, especially if the data is protected by regulations like
GDPR [2].

3 Threat Modeling
This work focuses on image classification ML models, where
the model takes a data sample as input and outputs a proba-
bility vector, known as posteriors. Each component of the
posteriors represents the likelihood that the sample belongs
to a specific class.

We categorize the threat models along two dimensions: 1)
access to the target model and 2) availability of an auxiliary
dataset.
Access to the Target Model. We consider two access
settings: white-box and black-box. In the white-box set-
ting (M W), the adversary has full knowledge of the target
model, including its parameters and architecture. In contrast,
the black-box setting (M B) limits the adversary to interact
with the model like an API, where they can only query it
and receive outputs. However, much of the black-box lit-
erature [20, 56, 62] also assumes the adversary knows the
model’s architecture, which they use to build shadow models
(see Section 2).

Auxiliary Dataset. The adversary needs an auxiliary dataset
to train their attack model. For this knowledge, we con-
sider three scenarios: 1) partial training dataset (DP

aux),
2) shadow auxiliary dataset (DS

aux), and 3) query auxiliary
dataset (DQ

aux). In the first scenario, the adversary acquires
part of the real training data of the target model (datasets
where it is public knowledge). For the DS

aux setting, the ad-
versary gets a “shadow” dataset from the same distribution
as the training data of the target model, which is used to train
a shadow model (see Section V-C in [56] for a discussion on
how to generate such data). In the last scenario, the adver-
sary establishes a dataset with different property proportions
to query the shadow model, thereby training the attack model
for PropInf. This dataset is never used to train either the tar-
get model or the shadow model, and it needs to have the same
distribution as the target training dataset. Unlike the first two
settings, DQ

aux is constructed based on the second property
proportions that may exist during model training (see Sec-
tion 2.4).

4 Attack Composition
In this section, we introduce our hierarchical compositions
of different attack types. First, we propose a taxonomy that
offers a structured framework for studying these composi-
tions. Next, we outline the methodologies for specific attack
compositions, designating one as the primary attack and en-
hancing it with a support attack.

4.1 Attack Composition Taxonomy
To address RQ1, which examines the approaches for design-
ing and implementing attack compositions, we propose a tax-
onomy based on the attack pipeline. This taxonomy serves
several purposes: (1) Most attack pipelines consist of multi-
ple phases, allowing integration and composition of different
attacks at various phases. (2) It is both domain- and model-
agnostic, making it easily adaptable to other areas, such as
graph data, NLP, and transformer-based models. (3) It of-
fers future researchers a clear framework for studying attack
compositions, providing potential benefits to the community.
Preparatory Level. In the preparation stage, the adversary
gathers information, sets up the environment, and develops
the necessary tools. This includes collecting data about the
target machine learning system, such as input-output pairs,
model parameters, and any accessible metadata, to under-
stand its architecture. The adversary develops or selects
appropriate attack algorithms, like FGSM [21] in adversar-
ial example attack, and sets up frameworks and libraries,
like PyTorch [3] or CleverHans [51]. Additionally, the ad-
versary prepares the computational infrastructure, including
high-performance GPUs or cloud services, and may train a
shadow/surrogate model to simulate the target system.
Execution Level. During the execution phase, the actual at-
tack is executed against the target machine learning system.
For example, the adversary may deploy the attack by gen-
erating adversarial examples through perturbing input data
to mislead target models or replicating the target model via
model extraction. Throughout this phase, the adversary col-
lects outputs and logs detailed data from the target system for
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subsequent analysis.
Evaluation Level. In the evaluation phase, the adversary an-
alyzes the outcomes, assesses the attack performance, and
identifies areas for improvement. This involves defining and
measuring success metrics, such as misclassification rates or
confidence reductions, and assessing the broader impact on
system performance and security. Post-attack analysis in-
cludes examining the types of errors induced by the attack
and studying changes in model behavior to understand vul-
nerabilities. Insights gained during this phase guide the re-
finement and iteration of the attack strategy, enhancing its
effectiveness in subsequent attempts.

4.2 Preparation Level
We first introduce attack compositions at the preparatory
stage. Here, the support attack assists the primary attack dur-
ing preparation before the primary attack is executed.

4.2.1 PropInf2AttrInf

The first attack composition is enhancing AttrInf (primary
attack) by using PropInf (support attack) during its prepara-
tory stage. Specifically, adversaries in AttrInf often over-
look a key issue: creating a more effective auxiliary dataset
for training attack models. The target attribute bias of the
target model’s training dataset can complicate the auxiliary
dataset, making it crucial to address this bias during prepa-
ration. Therefore, we amplify AttrInf by employing PropInf
to assist in dataset construction during the preparatory phase.

In general, our intuition is that PropInf can better assist
in determining the proportion of the target attribute in the
training dataset. For AttrInf, we believe that adversaries will
not really care about the proportion of the target attribute
in the auxiliary dataset. They can never fully eliminate the
influence of the bias in the target model without knowing
the property information. Therefore, we first determine the
distribution of the target attribute in the training dataset us-
ing PropInf and further sample the auxiliary dataset, signifi-
cantly enhancing the effectiveness of AttrInf. In general, the
PropInf2AttrInf can be defined as:

PropInf2AttrInf : xtarget,M W,Daux,PropInf

→{target attributes} (5)

More concretely, we have two different scenarios for utiliz-
ing PropInf, i.e., empirical and theoretical settings. 1) For
the empirical setting, we use the real posterior of the PropInf
attack model as the confidence for sampling the AttrInf train-
ing dataset. For the proportion of the property p, given the
confidence c, the ratio of sampling is c× (1− p). 2) On the
other hand, for the theoretical setting, we directly use the pre-
dicted label from PropInf into the sampling function. In gen-
eral, when enough shadow models are trained, such as 1,000
for each label, the empirical setting becomes the theoretical
setting.

4.3 Execution Level
At the execution level, the support attack interacts simulta-
neously with the primary attack during its execution. This

concurrent interaction can amplify the impact of the primary
attack by leveraging the synergistic effects of support attacks.

4.3.1 ADV2MemInf

Previous work [38] has demonstrated a distribution shift be-
tween the members and non-members when calculating the
distance between the adversarial examples and the origi-
nal images. Following this intuition, we trade this dis-
tance as additional information to assist MemInf. For the
⟨MemInf,M B,Daux⟩, we choose a black-box adversarial at-
tacks, Square [5]. Square is a score-based black-box adver-
sarial attack that does not rely on a local gradient. Instead,
it utilizes a randomized search scheme that selects localized
square-shaped updates at random positions so that at each
iteration, the perturbation is situated approximately at the
boundary of the dataset. For the ⟨MemInf,M W,Daux⟩, we
choose a white-box adversarial attack, PGD [44]. It is an
iterative method that makes small modifications to the in-
put data at each step by computing the gradient of the loss
function with respect to the input data. This gradient demon-
strates how to change the input slightly to increase the loss.
When the noise δ added by the Square or PGD is able to
change the prediction of the original label, we stop adding
noise and use the data xadv = xtarget+δ as adversarial exam-
ples. In the experiments, we find that calculating the norm
of the distance provides better assistance than directly using
the distance. For LiRA, we estimate the joint distribution
of members and non-members using their logits and auxil-
iary scores. Based on the shadow model outputs, we calcu-
late the covariance matrix and mean separately for members
and non-members. For each target sample, we compute the
log-likelihood under the member and non-member distribu-
tions using the multivariate normal PDF. The LiRA score is
computed as the difference between the two log-likelihoods:
score =− logP(x | in)+ logP(x | out).

Therefore, we first calculate the L2 distance between mem-
ber (non-member) samples and their adversarial samples in
the auxiliary dataset Daux. Next, in addition to the normal in-
puts required for MemInf, such as outputs from the target or
shadow model and predicted labels, we also use the L2 dis-
tances as other inputs to train the attack model. As a result,
ADV2MemInf can be defined as:

ADV2MemInf : xtarget,M ,Daux,L
Daux
2

→{member,non-member}
(6)

4.3.2 ADV2PropInf

Currently, PropInf heavily depends on training a large num-
ber of shadow models. The more shadow models, the bet-
ter the effectiveness of PropInf. However, training such a
large number of shadow models is computationally expen-
sive. Therefore, we hope to find additional information to
reduce the number of shadow models and increase the ac-
curacy of PropInf. Thus, similar to ADV2MemInf, our in-
tuition is, for the auxiliary datasets DT

aux with different pro-
portions of the target property, the distribution of the L2 dis-
tance between these samples and their adversarial samples
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should also be different. For example, the distributions of
L2 distances calculated on the auxiliary dataset by models
trained on a male-to-female ratio of 5:5 versus 2:8 are dif-
ferent. Following this intuition, we concatenate these L2 dis-
tances with the original inputs of PropInf together to train a
meta-classifier. ADV2PropInf can be defined as:

ADV2PropInf : M ,DQ
aux,DS

aux,L
DQ
aux

2

→{target property}
(7)

4.4 Evaluation Level
In the evaluation stage, the support attack assists the primary
attack after its initial execution. This post-attack support can
refine the primary attack’s outcomes, correct discrepancies,
or further exploit vulnerabilities. In other words, the support
attack serves to calibrate the results of the primary attack.

4.4.1 PropInf2MemInf

Previous work [68] finds that PropInf on GAN models can
improve the effectiveness of MemInf. MemInf is enhanced
by calibrating the output of the attack model with the propor-
tion of the target property λp

1
N ∑

N
i (Pi − 0.5). Among those,

λp controls the magnitude of the enhancement. Pi−0.5 is the
proportion of the label to which the target sample belongs.
However, for ML models, this calibration is equivalent to di-
rectly finding another threshold to classify MemInf. In this
scenario, our intuition is a sample has a larger possibility of
being a member when it shares the same property with most
samples in the target property. Unlike previous work [68],
we further train an encoder E to select different λs for the
calibration during the attack model training phase, thereby
boosting MemInf more effectively. Note that the input of the
encoder is the output of the target model M . Formally, the
new calibration of MemInf is defined as:

PropInf2MemInf : xtarget,M ,Daux,λ

→{member,non-member} (8)

For normal MemInf, λ is a set of E(M (Daux)) and the cal-
ibration function is λ

1
N ∑

N
i (Pi − 0.5). Since PropInf in our

scenario is a black-box attack, we can relax this informa-
tion on both black/white-box MemInf. Specifically, different
from PropInf2AttrInf, since the confidence of PropInf in this
scenario is a constant number, there is no difference between
empirical and theoretical settings. For LiRA, when we know
the prior distribution of a certain property (e.g., class label,
gender, category) in the target model training dataset, we can
incorporate this knowledge to refine the LiRA membership
inference scores. Specifically, we adjust the LiRA score of
each sample based on the prior probability of its associated
property. Let si be the original LiRA score for sample i, and
let pi be the property value associated with that sample. If the
prior distribution over the property is known and denoted as
P(p), we can compute a prior-adjusted score: λ = si ·P(pi).

5 The COAT Toolkit
In this section, we present COAT, a modular toolkit designed
to evaluate the above attack compositions. Researchers have
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Figure 2: Overview of the workflow of COAT.

developed several software tools to measure the potential se-
curity/privacy risks of ML models, such as DEEPSEC [39]
and CleverHans [51] for evaluating adversarial example at-
tacks, TROJANZOO [50] for backdoor attacks, and ML-
Doctor [42] for jointly analyzing the relationships among
different attacks. Inspired by this work, we design a system-
atic framework to modularize our experiments better, namely
COAT. To our knowledge, COAT is the first framework that
jointly considers the composition of different inference-time
attacks.
Modules. Figure 2 illustrates the four modules of COAT:

1. Input. This module prepares the dataset and model for
the other modules. More precisely, it performs dataset
partition/preprocessing, constructs model architectures,
and trains the model.

2. Attack. This module includes four inference-time at-
tacks, each employing the most representative strategy.
These attacks can be seamlessly replaced or updated
with newer versions.

3. Composition. This module implements attack compo-
sitions where one support attack assists a primary at-
tack. Currently, we have introduced four specific attack
composition methods. Notably, users can add new com-
position methods as needed.

4. Analysis. This module evaluates and compares the per-
formance of individual attacks and attack compositions.
We include various evaluation metrics to provide a com-
prehensive analysis.

Overall, the modular design of COAT allows researchers
and practitioners to reuse it as a standard benchmark tool,
experimenting with new and additional datasets, model ar-
chitectures, and attacks.

6 Experimental Settings
We first select three benchmark datasets (see Section 6.1) and
three state-of-the-art ML models (see Section 6.2) to train
thousands of target and shadow models. For each dataset,
we partition it into four parts (see Section 6.1), including the
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target training dataset, target testing dataset, shadow train-
ing dataset, and shadow testing dataset, to comply with the
different scenarios discussed in Section 4.1.

6.1 Datasets
In this work, we consider three benchmark datasets.

• CelebA [43] contains 202,599 face images, each
labeled with 40 binary attributes. We select
three attributes—HighCheekbones, WearingNecktie,
and ArchedEyebrows—to define the target models’
classes. The first two attributes form a 4-class classi-
fication for the first property, while the third attribute
represents the second property.

• CIFAR10 [1] is a widely used dataset containing 60,000
32x32 color images across ten classes, with 6,000 im-
ages per class. We group the second property into two
categories: animal and non-animal.

• Places [67] contains 1.8 million training images from
365 scene categories. The validation set has 50 images
per category, and the test set has 900. For our study,
we select 20 scenes, with 3,000 images each, and group
them into two categories—indoor and outdoor—for the
second property.

We partition each dataset into four components to facilitate
comprehensive evaluation. The first part comprises the target
training dataset. For PropInf, we employ different random
seeds to select samples based on the second property, ensur-
ing alignment with the desired proportional distribution. For
other configurations, we maintain the balanced proportional
distribution in the original dataset. The second part consti-
tutes the target test dataset, which is methodically balanced
across various properties to ensure unbiased evaluation. The
third part encompasses the shadow training dataset, which is
constructed following the same method utilized for the tar-
get training dataset. Finally, the fourth part consists of the
shadow test dataset, which mirrors the selection criteria ap-
plied to the target test dataset, maintaining consistency in our
experimental framework. Note that this dataset splitting is
the basic setup in this field [19, 24, 36, 41, 42, 47, 55, 56].

6.2 Target Models
We select three widely-used ML models, i.e.,
DenseNet121 [26], ResNet18 [23], and VGG19 [57].
We set the mini-batch size to 256 and use cross-entropy as
the loss function. We use Adam [31] as the optimizer with
a learning rate of 1e-2. Each target model is trained for at
most 100 epochs. Once the overfitting is larger than 0.250,
model training is finished. Note that for shadow models used
in the MemInf and PropInf, we train thousands following
the same process as the target models with the support of
SecurityNet [63].

6.3 Attack Models
Attribute Inference. At the preparatory level, the assistant
from PropInf will not influence the types of inputs. There-
fore, our attack model is a 2-layer MLP where its input is

the embeddings from the second-to-last layer of the target
model. We use cross-entropy as the loss function and Adam
as the optimizer with a learning rate of 1e-2. The attack
model is trained for 100 epochs. We use accuracy and F1
score for the evaluation metrics.
Membership Inference. Recall that there are four different
scenarios for MemInf; we establish two types of attack mod-
els: one for the black-box and the other for the white-box
setting. For black-box settings, our original attack model has
two inputs: the target sample’s ranked posteriors and a binary
indicator on whether the target sample is predicted correctly.
Each input is first fed into a different 2-layer MLP. Then,
the two obtained embeddings are concatenated and fed into
a 4-layer MLP. For the white-box, we have four inputs for
this attack model, including the target sample’s ranked pos-
teriors, classification loss, gradients of the parameters of the
target model’s last layer, and one-hot encoding of its true la-
bel. Each input is fed into a different neural network, and
the resulting embeddings are concatenated as input to a 4-
layer MLP. We use ReLU as the activation function for the
attack models. For the attack scenario assisted by ADV, the
inputs of both the black-box and white-box attack models ex-
pand the L2 distance between each image and its adversarial
example in the auxiliary dataset. The original attack model
remains the same for the attack scenario assisted by PropInf,
but the encoder for choosing λ is a 4-layer MLP. The attack
model is trained for 50 epochs by using the Adam optimizer
with a learning rate of 1e-5. We adopt accuracy, F1 score,
AUC score, and TPR @0.1% FPR as the evaluation metrics.
Property Inference. Recall that the algorithm level needs
to add additional information during the attack phase. For
PropInf, the attack model is a meta-classifier; its inputs are
organized from the unified overall outputs of each target
(shadow) model by feeding the test auxiliary dataset with
different proportions of another property. For the assisted
PropInf, the inputs also expand a one-dimensional vector
composition of the L2 distance between each image and its
adversarial example in the test auxiliary dataset. We adopt
accuracy as the evaluation metric on 100 models.

7 Experimental Evaluation
7.1 Target Model Utility
First, we present target model utilities in Table 2. Based on
previous work [42], we define an overfitting level as the dif-
ference between its accuracy on the training and test datasets;
the greater this difference, the more overfitting the model
is. As shown, the overfitting levels in our target models are
less than 0.250. On the other hand, we ensure a real-world
scenario as much as possible to validate the effectiveness of
our attack composition. Note that target models trained on
datasets with a 2:8 proportion for the second property are
used for PropInf, while a 5:5 proportion is used for other
attacks.

7.2 Preparation Level
At this level, since we only need to change the data prepro-
cessing phase, the subsequent training of the attack model
will remain consistent with the original attack. In this case,
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Table 2: Performance of target models, namely, training/testing accuracy for each setting. We also provide the results of different
proportions of the second property.

CelebA CIFAR10 Places
Property Proportion 2:8 5:5 2:8 5:5 2:8 5:5

DenseNet121 0.988/0.835 0.987/0.840 0.866/0.653 0.882/0.687 0.844/0.634 0.883/0.668
ResNet18 0.994/0.829 0.993/0.834 0.812/0.600 0.896/0.677 0.821/0.584 0.709/0.589
VGG19 0.935/0.833 0.937/0.845 0.764/0.565 0.843/0.645 0.842/0.668 0.878/0.677

Table 3: Performance of PropInf2AttrInf. Here, the empirical setting is based on the confidence (posterior) of PropInf, while the
theoretical setting is the label of the prediction of PropInf.

CelebA CIFAR10 Places
Model Mode F1 Score Accuracy F1 Score Accuracy F1 Score Accuracy

DenseNet121
Origin 0.771 0.712 0.916 0.911 0.667 0.500
Empirical 0.789 0.780 0.930 0.929 0.923 0.921
Theoretical 0.782 0.783 0.930 0.930 0.916 0.914

ResNet18
Origin 0.779 0.736 0.667 0.500 0.667 0.500
Empirical 0.790 0.772 0.895 0.894 0.901 0.895
Theoretical 0.789 0.774 0.880 0.872 0.911 0.909

VGG19
Origin 0.742 0.664 0.911 0.905 0.915 0.910
Empirical 0.757 0.747 0.918 0.921 0.937 0.937
Theoretical 0.759 0.748 0.917 0.917 0.937 0.937
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Figure 3: Accuracy of ADV2MemInf under different threat models, datasets, and target model architectures.

our focus will be on preprocessing the dataset. As mentioned
before, we demonstrate this attack level through PropInf2
AttrInf.

7.2.1 PropInf2AttrInf

We present the performance of PropInf2AttrInf by compar-
ing it with the original AttrInf first. Table 3 demonstrates
the results of PropInf2AttrInf. We can find that the original
AttrInf achieves a random guess for three scenarios. This
indicates that simply collecting datasets will easily cause se-
vere bias in property proportions, making original AttrInf
challenging to achieve. Besides, the results are obviously
better than the original attacks in both empirical and theoret-
ical settings. For example, when using CIFAR10 to launch
AttrInf on the DenseNet121 model, the original F1 score
is 0.916, and accuracy is 0.911, while PropInf2AttrInf can
achieve 0.930 and 0.929 for the empirical setting as well
as 0.930 and 0.930 for the theoretical setting. This also
means that with the assistance of PropInf, AttrInf can indeed
achieve better results, which verifies our intuition: PropInf
can better assist in determining the proportion of the target
attribute in the original training dataset.

In addition, by training the PropInf attack model with
1,000 shadow models, the confidence of our target models
exceeds 0.950. Therefore, there is little essential difference
between our empirical and theoretical settings. In a nut-
shell, preprocessing in the preparatory phase is very intuitive,
which requires us to choose a good assistant to complete.

7.3 Execution Level
At this level, we leverage ADV to assist two different types of
attacks, MemInf and PropInf, during their execution stages.

7.3.1 ADV2MemInf

First, we evaluate the results of MemInf. We report the ac-
curacy in Figure 3 of ADV2MemInf, while Figure 8, Fig-
ure 9, and Table 9, respectively, F1, AUC score, and TPR
@0.1% FPR. For some experiments, the original attacks do
not achieve much higher attack performance than the ran-
dom baseline, which means that overfitting does not have a
significant impact on the attack [56]; see Section 2.3. For in-
stance, the original attack accuracy, F1 score, and AUC score
of ⟨MemInf,M W,DP

aux⟩ on ResNet18 trained on Places are
0.544, 0.572, and 0.570, respectively. TPR @0.1% FPR
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score is 0.001, which is very low in this scenario. Compared
to the previous works [12,14,33], white-box attacks have not
significantly surpassed black-box attacks. This is expected
because, in these works, the training accuracy of the target
model can reach 1.000, meaning that for the training dataset,
i.e., members, their loss is very close to zero. Nevertheless,
this is not the case for non-members, allowing MemInf to
achieve a high success rate. In contrast, since the training set
accuracy does not reach 1.000 in our work, the loss may act
as a form of noise in white-box attacks. We emphasize that
our setting is more in line with real-world scenarios.

On the other hand, we find that ADV indeed significantly
improves MemInf. For example, the composition attack ac-
curacy, F1 score, and AUC score of ⟨MemInf,M W,DP

aux⟩
on ResNet18 trained on Places is 0.743, 0.653, 0.777, im-
proved by nearly 0.200 compared to the original MemInf.
TPR @0.1% FPR score is also up to 0.490, indicating that
our composition attack model is effective at identifying true
positives, even under very conservative conditions. More
specifically, for the CelebA dataset, since we created a 4-
class problem by combining the two labels of the first at-
tribute, the ADV might not perform as well as on the other
two datasets. This is because when noise affects one of the
labels, it can change the combined class of the image, but
this noise may not impact all the labels, leading to a smaller
distance between members and non-members compared to
the previous datasets. In general, the result first confirms our
intuition; there is a distribution shift between the members
and non-members when calculating the distance between the
adversarial examples and the original data samples. In ad-
dition, for ADV, we believe that this distance has magnified
the gap between members and non-members, resulting in an
enhanced MemInf with a higher success rate. Therefore, the
above results verify our intuition: there is a distribution shift
between the members and non-members when calculating
the distance between the adversarial examples and the origi-
nal images.

7.3.2 ADV2PropInf

Next, we report our experimental results of ADV2PropInf in
Table 4. We can clearly see that with the assistance of ADV,
PropInf is significantly improved, which confirms our previ-
ous intuition. For example, the original PropInf on ResNet18
trained by CIFAR10 is 0.890 when using 100 shadow mod-
els. Nevertheless, after the assistance of ADV, the accuracy is
increased to 0.960, equivalent to saving the time required to
train at least 300 extra shadow models. Overall, the results of
ADV2PropInf verify our intuition: for the auxiliary datasets
with different proportions of the target property, the distri-
bution of the L2 distance between these samples and their
adversarial samples should also be different.

7.4 Evaluation Level
At this stage, the support attack calibrates the results of the
primary attack. In this work, we introduce PropInf to cali-
brate MemInf.

7.4.1 PropInf2MemInf

We report the accuracy of PropInf2MemInf in Figure 4. We
also report F1 score and AUC score (Figure 10 and Fig-
ure 11) and, in Table 10, the TPR @0.1% FPR results.
In many cases, the assistance of PropInf slightly improves
MemInf’s accuracy. While most TPR @0.1% FPR values
remain near zero, there are instances where the composition
attack achieves a higher TPR. For example, the composition
attack on ResNet18 trained on CIFAR10 shows an accuracy
of 0.669, F1 score of 0.731, and AUC of 0.656, compared
to the original 0.631, 0.695, and 0.617. The TPR @0.1%
FPR improves from 0.000 to 0.002. However, not all re-
sults show significant improvement. We attribute this to the
general nature of the information from PropInf, which lacks
the detailed insights that ADV provides for training the en-
tire model. Without rich data or clear distinctions between
members and non-members, improvements in metrics like
F1 score and AUC are limited, suggesting that the original
MemInf may already be near its upper bound. We attribute
this to the general nature of the information from PropInf,
which lacks the detailed insights that ADV provides for train-
ing the entire model. Improvements in metrics like F1 score
and AUC are limited, suggesting that the original MemInf
may already be near its upper bound. We also observe that
with PropInf’s support, attack performance remains stable
across different scenarios (black-box and white-box), indi-
cating that PropInf helps MemInf approach its performance
limit. These results confirm our intuition: a sample is more
likely to be a member if it shares properties with most sam-
ples in the target group.

7.5 Takeaways
Overall, our evaluations demonstrate that combining differ-
ent attack types significantly improves the effectiveness of
primary attacks, leading to higher accuracy and success rates.
These results confirm our earlier intuition about the bene-
fits of attack compositions. Specifically, using ADV to as-
sist MemInf and PropInf, as well as PropInf to assist AttrInf
and MemInf, notably amplifies the ability to identify train-
ing data and infer sensitive information. Our COAT emerges
as a valuable tool for systematically evaluating these com-
positions, highlighting the necessity for more robust defense
mechanisms to counteract these amplified threats.

8 Ablation Study
8.1 Differential Privacy
Differential privacy (DP) [18, 35] is a mathematical frame-
work for quantifying and protecting individual privacy in
statistical analysis and machine learning. It formalizes pri-
vacy guarantees by ensuring that the inclusion or exclusion
of any single data point in a dataset does not significantly
affect the outcome of any analysis, thereby limiting the risk
of re-identification. DP has been widely adopted as a prin-
cipled defense mechanism against membership inference at-
tacks [25,28,42,47,49], offering formal privacy guarantees to
mitigate the risk of exposing individual data records. How-
ever, to our best knowledge, DP is not a defense mechanism
against other attacks. In this paper, we incorporate DP into

9



Table 4: Performance of ADV2PropInf.

CelebA CIFAR10 Places
Model Origin Composition Origin Composition Origin Composition

DenseNet121 0.520 0.600 0.850 0.910 0.620 0.750
ResNet18 0.510 0.600 0.890 0.960 0.750 0.830
VGG19 0.540 0.630 0.860 0.930 0.730 0.750
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Figure 4: Accuracy of PropInf2MemInf under different threat models, datasets, and target model architectures.

Table 5: Performance of DP target models, namely, train-
ing/testing accuracy for each setting. We also provide the re-
sults of different proportions of the second property. Specifi-
cally, δ = 1e−05.

ResNet18 CelebA CIFAR10 Places

ε = 10 2:8 0.831/0.730 0.248/0.286 0.268/0.192
5:5 0.772/0.762 0.271/0.327 0.223/0.233

ε = 20 2:8 0.841/0.753 0.275/0.340 0.304/0.207
5:5 0.785/0.767 0.336/0.402 0.255/0.249

ε = 50 2:8 0.851/0.754 0.346/0.415 0.377/0.251
5:5 0.866/0.740 0.389/0.456 0.304/0.295

the model training process by applying DP mechanisms to
the optimizer, specifically using the Adam optimizer as men-
tioned in Section 6.2. After training, we systematically eval-
uate the impact of differential privacy on the attack composi-
tions by using COAT.

Model Performance. We first present the model perfor-
mance with three different ε values on Table 5. Since adding
DP into models requires a large computation cost, we con-
duct an in-depth research of the impact of DP on attack com-
position using the ResNet architecture as our main model.
From the table, only CelebA can achieve a standard perfor-
mance without large utility degradation. For the other two
datasets, DP largely influences the performance.

8.1.1 PropInf2AttrInf

Table 6 shows the results of PropInf2AttrInf when DP is
added. First, DP does not impact PropInf, thus we can still
achieve robust empirical results. Consequently, regarding the
PropInf2AttrInf, DP proves even less effective as a defense
mechanism against composition.

8.1.2 ADV2MemInf

Figure 5, Figure 12, Figure 13, and Table 12 illustrate the ef-
fectiveness of ADV2MemInf when DP is implemented dur-
ing the training phase. The results indicate that although DP
generally serves as an effective defense mechanism against
MemInf attacks, it can be partially bypassed when adversar-
ial examples are incorporated. For instance, in the case of
⟨M B,DS

aux⟩ on the CIFAR10 dataset, the original MemInf at-
tack yielded metrics of 0.529 (Accuracy), 0.490 (F1 Score),
0.538 (AUC), and 0.001 (TPR @0.1% FPR), respectively.
When augmented with ADV, these values significantly in-
creased to 0.659, 0.701, 0.674, and 0.004, respectively.
Furthermore, for ⟨LiRA,DS

aux⟩, the ADV2MemInf approach
demonstrated consistent performance improvements across
all three datasets.

8.1.3 ADV2PropInf

Table 7 demonstrate the performance of ADV2PropInf with
adding DP. From this table, we posit that the performance
of models trained on CelebA can remain stable when DP is
added during training. Specifically, the distribution of the L2
distances between original samples and their corresponding
adversarial examples assists in distinguishing models with
different properties. In contrast, for the other two datasets,
the model outputs inherently exhibit substantial noise, which
in turn obscures the effect of DP and compromises the con-
sistency of the evaluation. Overall, while DP serves as
a defense mechanism against MemInf, its influence on at-
tack composition appears limited—unless it significantly de-
grades the model performance.

8.1.4 PropInf2MemInf

Figure 6, Figure 14, Figure 15, and Table 11 demonstrate the
results of PropInf2MemInf after adding DP during the train-
ing phase. Compared to the original MemInf, the MemInf
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Table 6: Performance of PropInf2AttrInf with adding DP. Here, the empirical setting is based on the confidence (posterior) of PropInf,
while the theoretical setting is the label of the prediction of PropInf.

CelebA CIFAR10 Places
Mode F1 Score Accuracy F1 Score Accuracy F1 Score Accuracy

ε = 10
Origin 0.667 0.500 0.667 0.500 0.667 0.500
Empirical 0.776 0.769 0.742 0.743 0.805 0.829
Theoretical 0.778 0.769 0.734 0.744 0.806 0.828

ε = 20
Origin 0.667 0.500 0.667 0.500 0.667 0.500
Empirical 0.777 0.772 0.790 0.786 0.854 0.880
Theoretical 0.770 0.774 0.785 0.787 0.854 0.878

ε = 50
Origin 0.667 0.500 0.667 0.500 0.667 0.500
Empirical 0.787 0.778 0.759 0.785 0.813 0.825
Theoretical 0.783 0.778 0.761 0.794 0.820 0.836
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Figure 5: Accuracy of ADV2MemInf under different threat models, datasets, and target model architectures with adding DP.

Table 7: Performance of ADV2PropInf with adding DP.

Mode CelebA CIFAR10 Places

ε = 10 Origin 0.740 0.890 0.830
Composition 0.790 0.610 0.670

ε = 20 Origin 0.730 0.790 0.830
Composition 0.770 0.540 0.790

ε = 50 Origin 0.710 0.790 0.890
Composition 0.740 0.670 0.780

calibrated with PropInf shows significant improvement, such
as ⟨M B,DS

aux⟩ and ⟨M B,DP
aux⟩, despite the addition of DP.

Therefore, we conclude that although adding DP can de-
fend against MemInf, it is still possible to enhance MemInf
through PropInf.

Takeaways. Despite DP being a very effective defense
mechanism against MemInf, it can still be bypassed through
auxiliary attacks that enhance its effectiveness. Furthermore,
DP remains ineffective against other types of attacks, and
when these other attacks are used as auxiliary methods.

8.2 Chain of Composition
To facilitate a more in-depth and insightful discussion, we
propose the concept of a chain of composition, namely
A12A22A3. This approach leverages the interplay between
different attacks to enhance the overall effectiveness of the
attack strategy. By systematically composing multiple at-
tacks, we aim to amplify their impacts on the target models.

8.2.1 ADV2PropInf2AttrInf

We only discuss the empirical settings here, since the theoret-
ical setting is the same as PropInf2AttrInf. Table 8 demon-
strates the results of ADV2PropInf2AttrInf. We find that
ADV2PropInf2AttrInf outperforms standalone AttrInf and
is similar to PropInf2AttrInf (see Section 7.2). For exam-
ple, the attack accuracy of standalone AttrInf on ResNet18
with CIFAR10 is 0.500, while PropInf2AttrInf achieves
0.894, and ADV2PropInf2AttrInf achieves 0.901. ADV2
PropInf2AttrInf performs similarly to PropInf2AttrInf be-
cause the confidence of the predictions of PropInf with ADV
enhancement is similar to that of standalone PropInf models.
This similarity in confidence, exploited by AttrInf, results
in comparable performance between ADV2PropInf2AttrInf
and PropInf2AttrInf. However, this does not contradict our
claim that ADV2PropInf outperforms standalone PropInf, as
we measure the overall attack accuracy instead of the confi-
dence.

8.2.2 ADV2PropInf2MemInf

Figure 7, Figure 16, and Figure 17 show the results
of ADV2PropInf2MemInf. ADV2PropInf2MemInf out-
performs standalone MemInf and is similar to PropInf
2MemInf (see Section 7.4). For example, the accu-
racy of standalone MemInf on VGG19 with Places20 is
0.630, PropInf2MemInf achieves 0.647, and ADV2PropInf
2MemInf achieves 0.652. The reason that ADV2PropInf2
MemInf performs similarly to PropInf2MemInf is the same
as discussed above: the confidence of the ADV2PropInf
model is similar to that of the PropInf model, which MemInf
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Figure 6: Accuracy of PropInf2MemInf under different threat models, datasets, and target model architectures with adding DP.

Table 8: Performance of ADV2PropInf2AttrInf. Here, we only show the empirical setting.

CelebA CIFAR10 Places
Model Mode F1 Score Accuracy F1 Score Accuracy F1 Score Accuracy

Densenet121 Origin 0.771 0.712 0.916 0.911 0.667 0.500
Empirical 0.795 0.792 0.937 0.925 0.922 0.918

ResNet18 Origin 0.667 0.500 0.667 0.500 0.667 0.500
Empirical 0.790 0.782 0.901 0.901 0.918 0.896

VGG19 Origin 0.667 0.500 0.667 0.500 0.667 0.500
Empirical 0.764 0.761 0.938 0.938 0.923 0.919
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Figure 7: Accuracy of ADV2PropInf2MemInf under different threat models, datasets, and target model architectures.

exploits.
Takeaways. The chain of composition is an interesting phe-
nomenon that shows significant improvement compared to
the original method. We will explore the depth and insights
of our paper.

9 Related Work
Security and Privacy Attacks Against ML models. ML
models are vulnerable to various security and privacy attacks.
Specifically, we focus on four representative attacks at the
inference phase of the target ML model to better study the
interactions of different attacks at broad levels. Adversar-
ial examples are the most popular security attacks against
ML models. They can mislead the prediction of the tar-
get ML model by adding imperceptible perturbations to the
input data sample at the inference phase. The early meth-
ods [21,60] for finding adversarial examples assume that the
adversary has full access to the target ML model (i.e., the
white-box setting) and they rely on some optimization strate-
gies to search for the results, while the latter variants [5, 34]
have been developed to cope with various more challeng-
ing scenarios (e.g., the black-box setting). In this work, we
implement the white-box attack method PGD [44] and the

black-box attack method Square [5] to study the effective-
ness of adversarial examples in assisting other attacks.

Membership inference is a popular privacy attack to de-
termine whether a data sample exists in the training dataset
of the target ML model. Shokri et al. [56] propose the first
membership inference attack against black-box ML models.
They train multiple shadow models on the shadow dataset
to mimic the behavior of the target model and then train an
attack model on the prediction posteriors of these shadow
models to predict the membership of the input data. Salem
et al. [55] relax the key assumptions of Shokri et al. [56]
and introduce the model- and data-independent method to ef-
fectively conduct membership inference on black-box mod-
els. Since then, membership inference has been adapted to
different settings (e.g., white-box [48] and label-only [38]),
domains (e.g., computer vision [37, 38], recommender sys-
tem [64], and unlearning system [14]), and models (e.g., gen-
erative model [12] and multi-exit model [37]). We adapt the
methods proposed by Salem et al. [55], and Nasr et al. [48] to
implement black-box and white-box membership inference
in our work.

Attribute inference is another representative privacy at-
tack that tries to learn extra information unrelated to the tar-
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get task of the ML model. Melis et al. [46] introduced the
first sample-level attribute inference attack targeting feder-
ated ML systems. Song and Shmatikov [58] demonstrated
that the potential risks of attribute inference stem from the
intrinsic overlearning characteristics of ML models. A com-
mon strategy for conducting attribute inference is to utilize an
auxiliary dataset to build the connection between the model
embedding and the target attribute.

Property inference is a privacy attack aiming to infer
the general property (e.g., data distribution) of the training
dataset. The inferred property is usually unrelated to the
main task of the target ML model. Prior work usually re-
lies on the gradients [46] or the model parameters [20] on
the auxiliary dataset built with abundant shadow models to
conduct property inference on small and simple target model
architectures, which is computationally prohibitive for large
and complex target models. In this work, we adapt the previ-
ous attack methods by concatenating the query posteriors to
serve as the input features for the final attack model.
Interactions among Attacks. Several studies have revealed
relationships between different types of attacks. Li et al. [38]
found a positive correlation between a sample’s membership
status and its robustness to adversarial noise. They lever-
aged the differing adversarial noise magnitudes of members
and non-members to mount a membership inference attack.
However, our work differs significantly from theirs. We in-
tegrate one attack into another at different phases, using in-
formation from one attack to enhance or amplify another. In
contrast, Li et al. rely on adversarial example information
as the only signal for membership inference, without incor-
porating its original signal. Recently, Wen et al. [61] pro-
posed a method to strengthen membership inference through
training-phase data poisoning attacks. However, data poison-
ing is a training-time attack, while membership inference oc-
curs during the inference phase. We emphasize that although
it is possible for an attacker to launch attacks during both
the training and inference phases, this assumption is overly
strong. As the first to systematically study the interactions
between different attacks, we start only with the inference-
time attack, as this is the most realistic scenario. We also
investigate the chain of composition, through ADV2PropInf
2AttrInf and ADV2PropInf2MemInf. We find that the chain
of composition can effectively provide a form of attack en-
hancement.

The prior work most closely related to ours is by Chen et
al. [68], who have found that property inference could am-
plify the performance of membership inference on GANs.
However, their study focuses solely on GANs and proposes
only one case study of attack composition. Furthermore, it
lacks a high-level awareness of the intentional interactions
and does not provide a systematic study of the intentional in-
teractions among a more diverse set of attacks. Nonetheless,
we acknowledge that their work provides valuable insights
and inspires us to conduct this study.

10 Discussion
We now discuss in more detail why we focus on the four
inference-time attacks in the image domain. There are some

attacks during the training phase, such as enhancing mem-
bership inference through backdoor attacks [61] or poisoning
attacks [16]. These situations are more complex, especially
in real-world scenarios, requiring adversaries to make many
strong assumptions, such as interfering with the training pro-
cess or owning the training dataset. In addition, we currently
only focus on image datasets because the types of attacks and
their implementations are more detailed and comprehensive
in image datasets. We also do not consider model stealing
attacks, as they primarily, to some extent, convert black-box
models to white-box models, which indeed can amplify the
success rate of many attacks. Since we aim to explore the
impact of attack compositions during the attack’s different
phases, we emphasize that we do not change the overall at-
tack process and the main attack approach. We emphasize
that, currently, no single defense can protect against all ML
model attacks, and effective defenses against property infer-
ence or attribute inference are lacking. We aim to provide
new insights and techniques for enhancing model security
through these attack compositions. We leave the in-depth ex-
ploration of more effective defense mechanisms against our
attack compositions as future work.

11 Conclusion
In this paper, we take the first step in exploring the inten-
tional interaction between different types of attacks. Specif-
ically, we focus on four extensively studied inference-time
attacks: adversarial examples, attribute inference, member-
ship inference, and property inference. To facilitate the
study of their interactions, we establish a taxonomy based
on three levels of the attack pipeline: preparation, execution,
and evaluation, and propose four different attack composi-
tions: PropInf2AttrInf, ADV2MemInf, ADV2PropInf, and
PropInf2MemInf. Extensive experiments across three model
architectures and two benchmark datasets demonstrate the
superior performance of the proposed attack compositions.

Additionally, we introduce a reusable modular framework
named COAT to integrate our attack compositions. In this
framework, we build four distinct modules to systematically
examine the attack compositions. We believe that COAT will
serve as a benchmark tool to facilitate future research on at-
tack compositions, enabling the seamless integration of new
attacks, datasets, and models to further explore ML model
vulnerabilities.

We explore DP as a defense mechanism to test our dif-
ferent attack compositions. We find that although DP can
serve as a defense against MemInf, through our composition
methods, we can still enhance the effectiveness of MemInf.
Additionally, for other types of attacks, DP does not function
as an effective defense mechanism.

Overall, we find that many current attacks can be ampli-
fied by applying another type of attack, thereby increasing
their effectiveness. This finding offers a new perspective for
subsequent attacks. In future work, we plan to incorporate
more related attacks to further explore the vulnerabilities of
ML models. With COAT, we appeal to the community to
consider such real-world scenarios and actively contribute to
the development of more robust and secure AI systems.
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Table 9: TPR @0.1% FPR of ADV2MemInf.

CelebA CIFAR10 Places
Model Mode Origin Composition Origin Composition Origin Composition

DenseNet121

⟨M B,DS
aux⟩ 0.000 0.007 0.009 0.011 0.002 0.003

⟨M B,DP
aux⟩ 0.002 0.006 0.002 0.217 0.002 0.003

⟨M W,DS
aux⟩ 0.004 0.008 0.016 0.887 0.001 0.500

⟨M W,DP
aux⟩ 0.004 0.010 0.011 0.875 0.002 0.486

⟨LiRA,DS
aux⟩ 0.054 0.079 0.105 0.203 0.061 0.182

ResNet18

⟨M B,DS
aux⟩ 0.001 0.003 0.004 0.006 0.002 0.004

⟨M B,DP
aux⟩ 0.003 0.009 0.004 0.073 0.002 0.003

⟨M W,DS
aux⟩ 0.002 0.007 0.003 0.879 0.001 0.501

⟨M W,DP
aux⟩ 0.004 0.008 0.009 0.868 0.001 0.490

⟨LiRA,DS
aux⟩ 0.078 0.283 0.120 0.144 0.013 0.088

VGG19

⟨M B,DS
aux⟩ 0.001 0.006 0.002 0.074 0.002 0.004

⟨M B,DP
aux⟩ 0.001 0.011 0.003 0.239 0.002 0.009

⟨M W,DS
aux⟩ 0.001 0.008 0.016 0.902 0.001 0.500

⟨M W,DP
aux⟩ 0.001 0.009 0.002 0.899 0.001 0.494

⟨LiRA,DP
aux⟩ 0.007 0.034 0.180 0.278 0.026 0.056

Table 10: TPR @0.1% FPR of PropInf2MemInf.

CelebA CIFAR10 Places
Model Mode Origin Composition Origin Composition Origin Composition

DenseNet121

⟨M B,DS
aux⟩ 0.002 0.007 0.003 0.002 0.003 0.003

⟨M B,DP
aux⟩ 0.001 0.007 0.000 0.001 0.003 0.003

⟨M W,DS
aux⟩ 0.002 0.009 0.000 0.001 0.003 0.002

⟨M W,DP
aux⟩ 0.003 0.009 0.000 0.000 0.002 0.003

⟨LiRA,DS
aux⟩ 0.003 0.003 0.002 0.002 0.001 0.003

ResNet18

⟨M B,DS
aux⟩ 0.000 0.004 0.000 0.002 0.000 0.002

⟨M B,DP
aux⟩ 0.001 0.006 0.000 0.000 0.001 0.001

⟨M W,DS
aux⟩ 0.004 0.007 0.002 0.001 0.002 0.002

⟨M W,DP
aux⟩ 0.005 0.009 0.001 0.004 0.002 0.004

⟨LiRA,DS
aux⟩ 0.003 0.004 0.002 0.004 0.001 0.001

VGG19

⟨M B,DS
aux⟩ 0.001 0.010 0.001 0.001 0.001 0.004

⟨M B,DP
aux⟩ 0.001 0.014 0.000 0.003 0.002 0.001

⟨M W,DS
aux⟩ 0.001 0.013 0.001 0.002 0.001 0.001

⟨M W,DP
aux⟩ 0.001 0.015 0.005 0.000 0.004 0.001

⟨LiRA,DS
aux⟩ 0.001 0.001 0.001 0.001 0.000 0.000
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Figure 8: F1 score of ADV2MemInf under different threat models, datasets, and target model architectures.
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Table 11: TPR @0.1% FPR of PropInf2MemInf with adding DP.

CelebA CIFAR10 Places
Mode Origin Composition Origin Composition Origin Composition

ε = 10

⟨M B,DS
aux⟩ 0.002 0.004 0.001 0.001 0.001 0.004

⟨M B,DP
aux⟩ 0.002 0.002 0.004 0.000 0.001 0.005

⟨M W,DS
aux⟩ 0.000 0.003 0.005 0.002 0.001 0.000

⟨M W,DP
aux⟩ 0.001 0.001 0.000 0.001 0.002 0.003

⟨LiRA,DS
aux⟩ 0.000 0.000 0.000 0.000 0.002 0.002

ε = 20

⟨M B,DS
aux⟩ 0.001 0.005 0.004 0.012 0.001 0.002

⟨M B,DP
aux⟩ 0.002 0.001 0.002 0.007 0.001 0.005

⟨M W,DS
aux⟩ 0.000 0.005 0.004 0.008 0.005 0.005

⟨M W,DP
aux⟩ 0.000 0.005 0.016 0.010 0.000 0.009

⟨LiRA,DS
aux⟩ 0.000 0.001 0.000 0.002 0.003 0.003

ε = 50

⟨M B,DS
aux⟩ 0.005 0.009 0.009 0.035 0.001 0.001

⟨M B,DP
aux⟩ 0.004 0.004 0.005 0.007 0.000 0.001

⟨M W,DS
aux⟩ 0.001 0.001 0.004 0.016 0.002 0.002

⟨M W,DP
aux⟩ 0.003 0.002 0.004 0.011 0.001 0.001

⟨LiRA,DS
aux⟩ 0.003 0.012 0.003 0.002 0.001 0.002
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Figure 9: AUC of ADV2MemInf under different threat models, datasets, and target model architectures.
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Figure 10: F1 score of PropInf2MemInf under different threat models, datasets, and target model architectures.
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Figure 11: AUC of PropInf2MemInf under different threat models, datasets, and target model architectures.
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Table 12: TPR @0.1% FPR of ADV2MemInf with adding DP.

CelebA CIFAR10 Places
Mode Origin Composition Origin Composition Origin Composition

ε = 10

⟨M B,DS
aux⟩ 0.000 0.001 0.019 0.035 0.001 0.001

⟨M B,DP
aux⟩ 0.003 0.001 0.002 0.014 0.001 0.001

⟨M W,DS
aux⟩ 0.002 0.001 0.001 0.016 0.002 0.001

⟨M W,DP
aux⟩ 0.001 0.003 0.002 0.020 0.001 0.005

⟨LiRA,DS
aux⟩ 0.000 0.008 0.000 0.002 0.003 0.000

ε = 20

⟨M B,DS
aux⟩ 0.001 0.001 0.002 0.021 0.001 0.001

⟨M B,DP
aux⟩ 0.003 0.002 0.006 0.009 0.002 0.001

⟨M W,DS
aux⟩ 0.002 0.001 0.003 0.016 0.002 0.001

⟨M W,DP
aux⟩ 0.001 0.002 0.006 0.011 0.002 0.002

⟨LiRA,DS
aux⟩ 0.002 0.006 0.001 0.001 0.004 0.005

ε = 50

⟨M B,DS
aux⟩ 0.005 0.009 0.009 0.035 0.001 0.001

⟨M B,DP
aux⟩ 0.004 0.004 0.005 0.007 0.000 0.001

⟨M W,DS
aux⟩ 0.001 0.001 0.004 0.016 0.002 0.002

⟨M W,DP
aux⟩ 0.003 0.002 0.004 0.011 0.001 0.001

⟨LiRA,DS
aux⟩ 0.003 0.012 0.003 0.002 0.001 0.002
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Figure 12: F1 score of ADV2MemInf under different threat models, datasets, and target model architectures with adding DP.
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Figure 13: AUC of ADV2MemInf under different threat models, datasets, and target model architectures with adding DP.
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Figure 14: F1 score of PropInf2MemInf under different threat models, datasets, and target model architectures with adding DP.
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Figure 15: AUC of PropInf2MemInf under different threat models, datasets, and target model architectures with adding DP.
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Figure 16: F1 Score of ADV2PropInf2MemInf under different threat models, datasets, and target model architectures.
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Figure 17: AUC of ADV2PropInf2MemInf under different threat models, datasets, and target model architectures.
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