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Abstract—With the widespread application of edge computing
and cloud systems in Al-driven applications, how to maintain
efficient performance while ensuring data privacy has become an
urgent security issue. This paper proposes a federated learning-
based data collaboration method to improve the security of edge
cloud AI systems, and use large-scale language models (LLMs)
to enhance data privacy protection and system robustness. Based
on the existing federated learning framework, this method
introduces a secure multi-party computation protocol, which
optimizes the data aggregation and encryption process between
distributed nodes by using LLM to ensure data privacy and
improve system efficiency. By combining advanced adversarial
training techniques, the model enhances the resistance of edge
cloud AI systems to security threats such as data leakage and
model poisoning. Experimental results show that the proposed
method is 15% better than the traditional federated learning
method in terms of data protection and model robustness.

Index Terms—Federated Learning, Large Language Models
(LLM), Secure Multi-party Computation (SMC), Adversarial
Training.

I. INTRODUCTION

In the current rapid development of artificial intelligence
(AI) technology, edge cloud computing and federated learning
(FL) have become key technologies to improve the security
and privacy protection of Al systems. As technology continues
to advance, so does the size and complexity of Al models. This
makes traditional centralized training and inference methods
face unprecedented challenges [1-3]. Centralized approaches
often require all data to be stored and processed centrally,
which undoubtedly increases the risk of data privacy breaches,
especially in industries with extremely high privacy require-
ments, such as healthcare and finance.

In addition, as the amount of data grows, communication de-
lays and bottlenecks in computing resources become the main
factors restricting the efficiency of the system. Especially in
use cases such as the Internet of Things (IoT) and smart cities,
these issues are particularly prominent due to the diversity
and limitations of distributed devices [4, 5]. Therefore, how
to achieve efficient and secure Al model training and inference
under the premise of ensuring data privacy has become a
key problem to be solved urgently. Federated learning, as a
distributed machine learning method, effectively solves data
privacy leakage and security issues by training models on
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local devices and sharing only model updates instead of raw
data. Under the framework of federated learning, data no
longer needs to be transmitted to a central server, which can
reduce the risk of data leakage and enhance user control over
data privacy [6]. However, despite its unique advantages in
guaranteeing data privacy, federated learning also faces several
challenges.

Furthermore, edge devices often have limited computing
power, especially in resource-constrained environments, where
processing large-scale data and training complex models can
incur significant computational overhead. The data of each
node in federated learning is usually highly heterogeneous,
which makes the data distribution in the model training process
uneven, resulting in a slower convergence speed of the global
model. Similar data heterogeneity challenges in healthcare
Al have been successfully addressed through advanced pre-
processing and ensemble methods [7], suggesting analogous
approaches may benefit federated learning optimization. In
addition, frequent data transfer and model aggregation may
increase communication latency, which in turn affects the
efficiency of the entire training process [8, 9]. Therefore, how
to optimize the training efficiency and security of federated
learning in the edge cloud environment has become a hot
issue in the current research. For example, recent work tries to
address these heterogeneity challenges through meta-learning
approaches [10] and uncertainty-based methods [11] that can
achieve performance improvements while maintaining compu-
tational efficiency.

Generative models have demonstrated outstanding capabil-
ities in natural language processing [12, 13], and generation
tasks in recent years [14-19]. Among them, Large language
models such as GPT and BERT have made remarkable
achievements in diverse fields, including text generation, senti-
ment analysis, music composition and assertion detection [20-
25]. This shows LLM’s potential in data security. Through
deep semantic understanding, large language models are able
to efficiently process, generate complex data and conduct
reasoning [26-28]. Applying LLMs to edge cloud Al systems
can not only improve the intelligence level of models, help
systems better understand and handle various complex tasks,
but also optimize the data aggregation and model update
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process through generative models.

Specifically, LLMs can selectively weight the contributions
of different nodes through intelligent analysis of edge device
data, so as to avoid excessive data transmission and reduce
unnecessary computing resource consumption when data is
aggregated. In addition, LLMs can also guide the generation
of adversarial samples during the model training process to
optimize the robustness of the model [29]. However, LLMs
have high compute and storage requirements, and models typi-
cally require large compute resources and storage space, which
makes their deployment on edge devices challenging. How to
efficiently deploy and run LLMs on resource-constrained edge
devices remains a technical challenge that needs to be solved
urgently.

II. RELATED WORK

Desai et al. [30] proposed a load balancing method that
combines reinforcement learning, LLM, and edge intelligence
to improve load distribution efficiency in dynamic cloud
environments. This method uses the natural language pro-
cessing power of LLMs to analyze system status and user
requirements in real time, so as to dynamically adjust the
task allocation strategy. Jin et al. [31] proposed a scalability
optimization framework that combines reinforcement learning
for adaptive load distribution and deep neural networks for
demand prediction in cloud-based Al inference services. Tang
et al. [32] proposed an approach to enhance the security of
edge Al runtime environments based on large-scale language
models. This method uses the semantic understanding ability
of LLM to detect potential security threats by conducting fine-
grained security analysis of the runtime.

Hasan et al. [33] proposed a distributed threat intelligence
approach for edge devices based on large-scale language
models. The approach deploys lightweight machine learning
models onto edge devices to analyze local data streams, such
as network traffic and system logs, in real-time to identify
potential security threats. Yang et al. [34] proposed an LLM-
based network traffic monitoring and anomaly detection sys-
tem for cloud platforms that combines transformer attention
mechanisms with supervised learning frameworks to capture
complex patterns in network traffic sequences. Shen et al. [35]
proposed an autonomous edge Al system based on large-scale
language models that aims to enable connected intelligence.
The system leverages the LLM’s language understanding,
planning, and code generation capabilities to automatically
organize, adapt, and optimize edge Al models to meet the
diverse needs of users.

Bhardwaj et al. [36] reviewed the integration and optimiza-
tion of large-scale language models in edge computing envi-
ronments. This paper reviews the application status of LLMs in
edge Al, and analyzes its advantages and challenges in privacy
protection, security, and computing efficiency. At the same
time, the integration of LLM and edge computing is discussed,
and how to improve the performance and adaptability of the
system by optimizing the model structure and algorithms.

Zhang et al. [37] proposed an adaptive resource allocation
system that uses reinforcement learning to reduce computa-
tional load and improve response time. By leveraging an edge-
cloud collaboration framework, where edge devices handle
part of the compute and the cloud provides additional comput-
ing power, the system improves efficiency and scalability. By
leveraging large-scale language models, Xu et al. [38] aim to
improve the efficiency of mobile edge intelligence to enable
more efficient responses and intelligent systems.

I1I. METHODOLOGIES
A. Federated Learning and Secure Multi-Party Computation

Federated Learning (FL) is a distributed machine learn-
ing approach that allows multiple nodes to train a model
locally while aggregating the updated parameters of each node
through a central server, without the need to directly exchange
raw data. The core goal is to achieve data privacy protection
while maintaining the accuracy of the global model. Suppose
there are N edge nodes, each node ¢ holds a local dataset
D;, we do local training on each node, and the update of the
model is represented by the following Equation 1:

0f+1 = 97% - {’7V01‘C(9fa Dz)v (1)

where 6! is the parameter of node i at the ¢-th iteration,
L(0¢, D;) is the loss function, Vg, £ is the gradient of the loss
function with respect to the parameters, and 7 is the learning
rate.

In traditional federated learning, each node calculates its
own gradient and transmits it to a central server. The server
performs the aggregation operation and updates the global
model parameters. Aggregation operations typically use a
simple weighted average method, such as Equation 2:

N
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This method ensures that the contribution of each node to
the global model is fair, but because there is no encryption or
protection measures involved, the data privacy and security are
weak. In federated learning, the SMC protocol can be used to
encrypt gradient updates of each node, ensuring that all parties
do not leak any sensitive information during the aggregation
process. Specifically, when each node updates its model, it
first encrypts its gradient updates via the SMC protocol, and
then transmits the encrypted gradients to a central server for
aggregation. The aggregation operation is now performed in
the encrypted space, and the updated formula is as Equation 3:
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The server aggregates all encrypted gradients to get an
encrypted global model update, as shown in Equation 4:

N
gt = "ot 4)
i=1



The aggregated encryption model parameters are transmitted
back to each node through a secure communication protocol,
and the nodes perform decryption operations to obtain the up-
dated global model. Through the SMC protocol, data privacy
is effectively guaranteed.

To enable effective integration of LLMs into federated learn-
ing and secure multi-party computation (SMC), we propose
a hierarchical coordination mechanism. During the training
phase, the LLM operates on encrypted metadata summarizing
each node’s gradient trends, loss landscape, and update fre-
quency. The LLM uses this to infer quality signals and guides
the global server including:

o Prioritizing node updates via dynamic attention weighting
based on Equation 5;

« Identifying potential adversarial behaviors by analyzing
feature drift and variance;

o Triggering SMC-enhanced selective aggregation only
when privacy risk exceeds a learned threshold.

The LLM operates in a semi-centralized control loop, where
its outputs are used to control federated scheduling, privacy
protocols (e.g., how often SMC is enforced), and the adaptive
participation of edge nodes. This integration optimizes both
privacy and efficiency by reducing unnecessary cryptographic
computation when risks are low.

B. Data Aggregation and Adversarial Training

In this subsection, we introduce a large-scale language
model (LLM) to improve the efficiency and accuracy of
data aggregation, and use its powerful semantic understanding
capabilities to improve data cooperation in federated learning.
LLMs are used to weight gradient updates at each node to
optimize the aggregation process of the data, reduce noise,
and enhance the robustness of the model.

Suppose the encryption gradient uploaded by node % on the
t-th iteration is 07“. In data aggregation, the LLM is used to
calculate the weight wf“ of each node update, depending on
how node ¢ behaves in historical iterations. We can express
this by the following Equation 5:

exp(« - Performance(7))
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where Performance() is the performance metric of node 7 in
previous iterations (such as model accuracy, training loss, etc.),
and « is an adjustment parameter to control the sensitivity
of the weight. With this weighting strategy, model updates
contributed by nodes are adjusted to reflect the priority of
their historical performance.

In practice, the LLM leverages structured prompts to per-
form lightweight reasoning over node summaries, such as
historical accuracy trends, update divergence from global
model, communication delays, and security alert metadata.
Based on these, it generates a score vector which is used
as the weighting coefficient in Equation 5. For adversarial
sample generation, the LLM uses learned attack heuristics
(via prompt templates) to identify vulnerable feature spaces,

guiding perturbation vector in Equation 8. The formula for the
aggregation operation is updated to Equation 6:

N
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In this process, the LLM adaptively adjusts the weight w!™!

of each node, which enhances the model aggregation effect in
the environment with large data heterogeneity.

In addition, in order to ensure the communication and
computational efficiency between nodes, we can also adjust
the frequency of each node to send gradients to adapt to
the different conditions of the network through the following
optimization formula, such as Equation 7:
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where f; represents whether node ¢ participates in the cur-
rent round of updates, and F’ is an optional set of frequencies,
|I-]|2 is the L2 norm and is used to measure the change in the
update.

Suppose the input data of the model is z, its corresponding
label is y, and the prediction of the model is § = f(z,0),
where 6 is the parameter of the model.

In the adversarial training process, we need to generate
adversarial sample z’ so that it has an impact on the model
prediction, as shown in Equation 8:

2’ =1+ where § = arg max L(f(z+9),y), ¥
pSE

where ||0]|, < € is the limit of the adversarial perturbation,
e controls the magnitude of the perturbation, and L is the
loss function. The & against perturbation is generated by
maximizing the loss function, which enables the model to learn

how to maintain its stability in the face of perturbation.
During joint training, we need to minimize the total loss
function including adversarial losses, as shown in Equation 9:

Etotal(a) =E;y~D [E(f(.fc, 0)3
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where )\ is the regularization parameter, which controls the

intensity of adversarial training, and L,q, is the adversarial

loss, which represents the performance of the model under
adversarial perturbations.

We implement an additive homomorphic encryption-based
SMC protocol inspired by the Paillier cryptosystem. Each
node encrypts its gradient vector using the public key before
transmission. The central aggregator computes a weighted
sum in encrypted space, and sends the result back to each
node for decryption. Importantly, the LLM identifies when
adversarial behavior or statistical anomalies necessitate full
SMC computation, opposed to fallback lightweight masking
schemes.

Y) + My (f(2,0), f(z +0,0))],



IV. EXPERIMENTS
A. Experimental Setup

The experiment uses a real-data Edge-IloTset from Data-
Port, which is designed for cybersecurity research in Internet
of Things (IoT) and Industrial Internet of Things (IloT)
applications, especially for the development and evaluation of
intrusion detection systems (IDS) in federated learning and
edge computing environments.

We have selected four related contrasting methods includ-
ing:

o Vanilla Federated Learning (VFL): This method is
the basic implementation of federated learning, in which
each participating node trains the model locally and
only transmits model parameter updates to the server for
aggregation.

« Differential Privacy-based Federated Learning (DP-
FL): This method combines differential privacy tech-
niques to protect data privacy. In the federated learning
process, the model update is scrambled by adding noise
to prevent the node from leaking private data.

e Secure Multi-party Computation-based Federated
Learning (SMC-FL): This method enhances the security
of federated learning by introducing a secure multi-party
computation protocol. In this approach, multiple parties
work together to calculate model updates without sharing
private data.

o Homomorphic Encryption-based Federated Learning
(HE-FL): Homomorphic encryption technology is used
in federated learning to protect model update data in
the transmission process, and by encrypting the data,
it ensures that even if the data is intercepted during
transmission, it cannot be interpreted.

B. Experimental analysis

Communication latency measures the time consumption of
model updates and aggregation between nodes in the federated
learning process. Lower communication latency means that the
system is more efficient when it comes to model training.
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Fig. 1: Structured Communication Latency Comparison with
Error Margins

Figure 1 shows that the proposed method (ours) is sig-
nificantly superior to other comparison methods (VFL, DP-
FL, SMC-FL and HE-FL) in terms of communication delay.

Specifically, the latency of our method is lower and more
stable, indicating that this method is outstanding in optimizing
computational efficiency and reducing communication burden.
Other methods, such as SMC-FL and HE-FL, while providing
enhanced protection in terms of security, generally have higher
communication latency, especially when processing large-
scale data, where the communication load and cryptographic
operations add latency.
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Fig. 2: SResistance to Adversarial Examples Across Different
Methods

The results of Figure 2 indicate that the proposed method
shows significant advantages in the face of adversarial sam-
ples, the accuracy is relatively stable, and the decrease is small,
indicating that our method has strong resistance to adversarial
samples. In contrast, other methods (e.g., VFL, DP-FL, SMC-
FL, and HE-FL) showed varying degrees of loss in accuracy
after multiple rounds of training, especially at higher rounds
of training.

V. CONCLUSION

In conclusion, this work proposes a federated learning-based
data collaboration method, which significantly improves the
security, privacy protection, and computing efficiency of edge
cloud Al systems by combining large-scale language models
(LLMs), secure multi-party computation, and adversarial train-
ing techniques. Experimental results show that the proposed
method is superior to the existing comparison methods in
terms of communication delay, privacy protection and robust-
ness of adversarial samples, and demonstrates high system
security and computational performance. However, with the
continuous growth of edge devices and data volumes, how
to further optimize computing efficiency, improve communi-
cation efficiency, and enhance system scalability are still the
focus of future research. Future efforts could explore more
efficient privacy protection mechanisms and more security
protocols to deal with sophisticated cyberattacks and data
breaches.
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