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Abstract—A succinct histogram captures frequent items and
their frequencies across clients and has become increasingly
important for large-scale, privacy-sensitive machine learning
applications. To develop a rigorous framework to guarantee
privacy for the succinct histogram problem, local differential
privacy (LDP) has been utilized and shown promising results.
To preserve data utility under LDP, which essentially works by
intentionally adding noise to data, error-correcting codes naturally
emerge as a promising tool for reliable information collection.
This work presents the first practical (e, §)-LDP protocol for
constructing succinct histograms using error-correcting codes.
To this end, polar codes and their successive-cancellation list
(SCL) decoding algorithms are leveraged as the underlying coding
scheme. More specifically, our protocol introduces Gaussian-
based perturbations to enable efficient soft decoding. Experiments
demonstrate that our approach outperforms prior methods,
particularly for items with low true frequencies, while maintaining
similar frequency estimation accuracy.

Index Terms—Succinct histogram, local differential privacy,
error-correcting codes.

I. INTRODUCTION

In the era of big data, collecting large-scale contextual
information is key to generating accurate statistics, training
sophisticated machine learning models, and turning raw data
into actionable insights, which has been well-studied for
decades [1]. However, the state-of-the-art protocols that directly
gather user details raise serious privacy concerns. Data on
local devices often includes sensitive personal information,
such as behavioral traits, usage patterns, or private preferences,
which raises substantial privacy concerns when raw records are
collected without protection. By adopting privacy-preserving
techniques [2], such as perturbations on the information shared
by the devices, we can enable powerful analytics and learning
workflows that, otherwise, would be impractical or impossible
under traditional data collection paradigms.

Differential Privacy (DP) [2], [3] provides a mathematically
rigorous framework for privacy-preserving data analysis. It
ensures that the addition or removal of any single individual’s
record has a negligible effect on the output of an algorithm,
thereby limiting the risk of sensitive information leakage. In
the centralized DP model, a trusted curator aggregates raw data
and applies this noise before releasing outputs. However, such
trustworthiness assumptions may not hold in many practical
settings, simply due to the large scale of the systems and the
volume of data that are collected from a large number of clients
[4]. Local DP (LDP) [5], on the other hand, eliminates the need

for a trusted intermediary by shifting the perturbation step to
each user’s device: individuals perturb their data locally before
transmission. Therefore, the LDP framework better meets the
needs of modern large-scale data collection.

A succinct histogram lists heavy hitters and estimates their
frequencies [6]. Coding-based methods [6]-[8] encode client
data with error-correcting codes, apply random perturbations to
satisfy e-LDP, and decode at the server to identify heavy hitters.
Early work [6] introduced a protocol, referred to as PROTFP-
S-Histpp , to solve the unique heavy hitter problem, aiming to
identify items held by at least an 7 fraction of clients. Although
PROTYP-S-Histpp provided error bounds, it lacked practical
code design considerations and operated on hard decisions.
Later refinements in [7], [8] improved the theoretical error
bounds, but remained untested in practice.

This paper proposes the first practical (e, §)-LDP protocol
for succinct histograms that utilizes error-correcting codes, in
particular, polar codes [9] and their successive-cancellation
list (SCL) decoder [10]. By adopting the analytic Gaussian
mechanism [11] for perturbation, the protocol enables efficient
soft decoding. This is appealing from a practical perspective,
indicating that existing mechanisms for reliable communication
currently deployed, e.g., 5G protocols, can be re-used to
guarantee privacy as well without incurring additional com-
putational cost [12]. We provide theoretical bounds on the
frequency estimation error and extend the design to the general
succinct histogram setting [6]. For comparison, we implement
PROTFP-S-Histpp with polar codes and maximum likelihood
decoding. Experiments show that our protocol achieves a lower
threshold on 7, offering greater robustness in decoding errors
while maintaining a comparable frequency estimation accuracy.
The main contributions are: (i) the first practical (e, §)-LDP
coding-assisted succinct histogram protocol; (ii) leveraging
analytic Gaussian mechanism to enable soft decoding; and (iii)
experimental validation demonstrating improved robustness
over prior work.

The rest of the paper is structured as follows. In Section II,
some preliminaries are provided. In Section III, we present the
proposed protocol with (¢, §)-LDP guarantees, followed by the
analysis of frequency estimation error. The simulation results
are included in Section IV. Finally, we conclude the paper in
Section V.


https://arxiv.org/abs/2506.17767v1

II. PRELIMINARIES
A. Succinct histogram

The succinct histogram problems analyze the most frequent
items, the heavy hitters, from clients exceeding a certain
frequency threshold. We define a succinct histogram and the
unique heavy hitter problem we consider in this paper. The
details can be found in [6].

Definition 1 (Succinct Histogram). A succinct histogram is a
data structure that provides a list of frequent items called heavy
hitters, together with their corresponding estimated frequencies
among the clients.

Definition 2 (The unique heavy hitter problem). At least n
fraction of clients hold the same item as an k-bit binary vector
u* for some u* € U = {0, 1}* unknown to the untrusted server,
while other clients hold a special symbol L, to represent "no
item." The goal is to design an efficient (¢, d)-LDP protocol
of a succinct histogram, for n as small as possible.

B. Local Differential Privacy

The main idea to achieve (¢, d)-LDP is to intentionally add
perturbation via random noise sampled from a probability
distribution at the client’s side, before sharing information with
the untrusted server. The definition of (e, d)-LDP is provided
below. The details can be found in [3], [5].

Definition 3 ((¢, §)-LDP). Let u and w’ be neighboring datasets
that differ only by a single event, i.e., dist(u,u’) = 1. The
neighboring datasets u and v’ satisfy (e, §)-LDP for any € > 0
under a randomized mechanism R that under £ C Range(R),

P[R(u) € ] < e -P[R(u) € E] + 4, )]
where § represents the failure probability.

The sensitivity for a query function ¢(-) is the maximum
difference between two queries.

Definition 4 (Sensitivity). For two neighboring datasets u
and v’ in an individual client together with a query function
q : D — R, the sensitivity is defined as follows:

llg(w) = q(u)]]2.

The Gaussian mechanism is also defined as follows.

def

AY 2)

max
dist(u,u’)=1

Definition 5 (Gaussian mechanism). Consider applying a query
function g on a dataset u. Then, the Gaussian mechanism R
is defined as
def
R(u) = q(u) + N(0,0%), 3)
which adds random noise to the query result according to a
zero-mean Gaussian distribution with variance 2. Note that o
should be a function of ¢, §, and A.

Intuitively, o should be proportional to sensitivity A. That
is, a greater value of sensitivity for a dataset implies that
we need a larger perturbation of the query, making it more
indistinguishable from the adversary. We indicate the expression

of o for the randomized mechanism in our proposed protocol
in the next section.

C. Polar Codes

a) Coding structure: An (n, k)-Polar code [9] is a linear
block code that has a code dimension of k£ and the code
length as n = 2", where m is the Kronecker power such

that the generator matrix G follows the transformation G =

1 (1) . We denote the

binary information vector by u and the transmitted vector as
a codeword corresponding to each information vector by x,
such that x = uG, where x € {0,1}" and u € {0,1}*. The
key idea behind polar codes is the phenomenon of channel
polarization, where certain bit-channels become highly reliable
while others become completely noisy as the code length
increases. A polar encoder exploits this polarization effect to
transmit information bits through reliable bit-channels, while
fixing the values of the less reliable ones to zeros, called frozen
bits.

b) Decoder: The SC decoder [9] for polar codes operates
by sequentially estimating each bit in the codeword using
a recursive computation of log-likelihood ratios (LLRs). To
estimate the jth message bit u; in u, the SC decoder makes
the following decision based on the received vector y and past

. . ~A7—1 ~ ~
decisions @] " = [G1,...,Uj_1] as

GS$™ given the base matrix Gy =

0 if L(j)( ,AH) >1
R 4)
1 otherwise
i i def w ) ’ﬁjfl 0 .
where L(J)<y7u71 1) lef Wﬂ%‘l:lg given that

W (y,ﬁ{—1|uj) = Y, etoyv— W(yx). SC decoding
remains attractive due to its low complexity and suitability for
hardware implementations. It also serves as the foundation for
more powerful variants such as the SCL decoder, which is our
focus in the proposed protocol.

III. THE PROPOSED (¢, d)-LDP CODING-ASSISTED
SUCCINCT HISTOGRAM PROTOCOL

In this section, we first illustrate our proposed protocol.
Next, we analyze the (e, d)-LDP guarantees, followed by the
frequency estimation error analysis.

A. The Proposed Protocol

We consider N clients with a single untrusted server that
collects information from all clients for the unique heavy hitter
problem in Definition 2. Client ¢ either holds the true item as

a k-bit binary vector u* € U = {0,1}* or has no item as L,
denoted by u; € {u*} U{L}, forie {1,...,N} < [N]. We

denote the set of clients that hold the unique item u* as 7, so

we have
{u* ifieT
u; =

L ifie [N\T ©)
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Fig. 1: Proposed Coding-Assisted Succinct Histogram Protocol

for ¢ € [N]. According to Definition 2, at least 7 fraction of
the clients have the unique item u*. Thus, we define the frue
frequency of such item as f(u*) def % >n

Clients ¢ € 7 who hold the unique item u; = u* encode
u; by the given (n, k)-polar code with a generator matrix G
to obtain the corresponding codeword v; = u;G = u*G, then
modulate the codeword by a normalized BPSK, which has the
mapping {0,1}" — {— f f}" to generate ¢(u;) = x; =
f(2vl 1,) = f(2u G —1,,); for clients ¢ € [N]\T who
do not have the unique item, i.e. u; = L, set g(u;) = x; = 0.
Thus, we summarize ¢(u;) = x; as follows:

L (2u*G —-1,) ifu; =u*
q(u;) =x; = ‘/ﬁ(u ) %u " (6)
0, ifu, =1

for i € [N]. Next, client 7 applies the randomized mechanism

R;, that satisfies (e, §)-LDP, to obtain z; = R;(u;) def q(u;)+

n; = x; + n;, where n; is a Gaussian noise vector that all
entries are sampled from a zero mean Gaussian distribution
N(0,0?), then sends z; to the server, for i € [N]. We leave
the detailed setup of the randomized mechanism R; to the
next subsection.

The server collects z;’s from clients ¢ € [N], then computes
the mean y = + > ie(n) Zi- An SCL decoder is applied to
decode the estimated item 11 based on the LLR y = % =2y such
that & = Dec(y). The frequency is estimated by Calculatlng

fa) = (q(@),y) = (%,y), where q(0) = % = (29 -
1,) = ﬁ(QﬁG — 1,). Finally, the succinct histogram is

generated as (ﬁ, f (ﬁ)), which includes the estimated item
and the estimated frequency, respectively. We summarize the
protocol in Fig. 1.

B. The (€,0)-LDP guarantee

To ensure (¢,0)-LDP by adding perturbations sampled from
a zero mean Gaussian distribution N'(0, 02), we must identify
the variance o2 of such distributions. We start by analyzing
the sensitivity of the proposed protocol as follows.

Lemma 1 (Sensitivity). The sensitivity of our proposed protocol
is bounded as follows:
g2 = 2.

A = max lg(u*) — @)

Proof. Given that ¢(
q(a) =% = ﬁ(QﬁG —1,,), we have

u*) = x* = (2u*G —1,) and

T

) —q)|, = = u'G— ! uG —
lg(a*) — q(@)]l, \f@ ‘G-1,) - \/E(Q G-1,) .
2 o
= |t we,
< %(M—Ok)c
2,
7

’ @®)
Thus, the maximum value of ||g(u*) — ¢(@)]|2 given any
u*, 0 € U, which is the sensitivity, is A = 2. Also, this
maximum occurs since the all-one vector is a codeword in the
polar codebook. O

Remark 1. We can reduce the sensitivity of our protocol, as
stated in in (8), by carefully adjusting the code structure. This
can be done by simply setting some of the information bits
in the given (n, k)-polar code to zeros. For instance, one can
exclude the all-one codeword by setting the information bit
corresponding to the last index to zero. Thus, the sensitivity

< 2, where Cpax.weight 18 the

becomes A = ’ " Cmax- We]ght‘
codeword with the maximum weight excluding the all-one
codeword 1,,. This gives rise to an interesting problem, i.e.,
minimizing the maximum weight of codewords, for polar codes
which we leave for future work.

With the sensitivity A, to ensure (¢, §)-LDP of our protocol,
we employ the Analytic Gaussian mechanism [11] that achieves
the optimal noise variance. This leads to the following theorem
with a proof that follows from the (¢, d)-LDP guarantee of the
underlying analytic Gaussian mechanism.

Theorem 2 ((¢,9)-LDP for the proposed protocol). The
protocol is (e,8)-LDP with the analytic Gaussian mechanism
as the randomized mechanism R;, such that R;(w;) =
q(u;) +n; = x; +n,, where n; is a noise vector sampled from
N(0,02), which is a zero-mean Gaussian distribution with
variance 0* = ANALYTICGAUSSIAN(e, 6, A), for i € [N].

With Theorem 2, we summarize our protocol in Algorithm 1.

Remark 2. The major differences between our proposed
protocol Algorithm 1 compared to the most relevant prior
work PROTFP-S-Histpp in [6, Algorithm 2] are as follows:
(1) We formulate the practical code construction for encoding
the unique item to the codewords in step 2, which PROTF?-
S-Histpp did not specify the construction at all; (2) The
randomizers between our protocol and PROTYP-S-Histpp are
fundamentally different. PROTPP-S-Histpp randomly picks
the jth entry from x;, which is denoted by x; ;, randomizes
it to either c.nx; ; or —c.nw; ; according to the randomized
response [13] when x; # 0,,, or assigning c.\/n or —ce\/n
uniformly at random, while other entries are set to zeros.
Our proposed protocol randomizes each entry by adding



Algorithm 1 (¢, 6)-LDP Coding-Assisted Succinct Histogram
Protocol for the Unique Heavy Hitter Problem

Input: Clients’ inputs {u; € u* U L : ¢ € [N]}, privacy
guarantee € and ¢, sensitivity A, and generator matrix G
constructed by an (n, k)-polar code

Output: Succinct histogram (1, f(11)

1: for Client i € [N] do

2: If u; # L, client 7 encodes then modulates its item
X; = ﬁ(?vl — ]-n) = ﬁ(

3:  Client i randomized its private report z; = R;(x;) =

X; +n;, where n; is a vector that all entries are sampled

from a zero mean Gaussian distribution A'(0, 0?) with

0? = AnalyticGaussian(e, J, A).

Client ¢ sends z; to the server.

end for

Server collects z;’s from clients ¢ € [N].

Server computes y = + Z zl

Server calculates the LLR y = 2 y.

Server decodes y into an estimate for the unique item

1 = Dec(y) by an SCL decoder.

10: Server encodes then modulates its decoded item X =
ﬁ(2‘} - 1n) = ﬁ(QﬁG - 1n)'

11: Server computes a frequency estimat

R S

e (1) = (x.¥).
()

12: Return the succinct histogram (ﬁ,

Gaussian noise. (3) Our protocol enables flexibility in the
soft-decision process by adding perturbations to the queries
by the analytic Gaussian mechanism in step 3, that satisfy
(€,8)-LDP with optimal noise. In PROTFP-S-Histpp, a local
randomizer inspired by randomized response was applied to
perturb the queries, making it fundamentally binarized to a
hard-decision process; (4) The SCL decoder used in step 9 is a
soft decoder, while PROTFP-S-Histpp rounds y in our step 7
to (*ﬁ’ \/15)”, which is limited to a hard decoder. Section IV
demonstrates the significance of the decoder, especially when
it comes to a low true frequency.

C. Error Analysis

We analyze the error in the frequency estimation of the
correctly decoded item, i.e., @ = u*. The following lemma
derives the expression of y, which is the mean of collected
z;’s from clients i € [N].

Lemma 3. The received vector at the server in step 7 in
Algorithm 1 is

YZ%ZZi:

1€[N]

x +—an,

i€[N]

&)

Proof. Given that z; = x; + n; for clients ¢ € [N], we have

1
Z; = — E Xi E 1’11
N i€E[N]

ZG [N]

(10)

2u;G —1,). Else, x; = 0,,.

Then, note that x; = x* for ¢ € 7 and x; = 0, for i € [N]\ 7.

1
N inzﬁ doxit D X
i€[N] €T P€[N\T
1 . (11)
=y T+ (N =[T1])- 0]
';'x = )
Combining (10) and (11) proves the statement. O

Lemma 4 (Error analysis for the correctly decoded items).
Assuming the unique item is correctly decoded, i.e., 1 = u*,
the frequency estimation error is expressed as follows:

— <x*,% Z ni> .

1€E[N]

Errgu- < [f(11) — f(u”) (12)

Proof. When we have the correct decoded item, we can
substitute G by u”*, thus the problem becomes Errg—y- =
‘f(u*) — f(u *)‘ Given the frequency estimate f (1) = (X,y)
in the protocol, plugglng @ = u*, we obtain that f(u*) =

(x*,y), where X = x*, ylelds Errgue = [(x*,y) — f(u*)].
Then, with Lemma 3 we have

Erracu =| (¢, x4 3 ng) — f(u)

1€[N]

i€[N]
(13)
where (x*,x*) = 1. O

IV. SIMULATION RESULTS

In this section, we analyze how true frequencies, codelength,
and number of clients, affect the performance. We consider a
(64, 8)-polar code, which implies there are 28 possible unique
items, with the number of clients N = 1000, and we analyze
the true frequencies f(u*) € {0.5,0.6,0.7}. The simulations
vary € and set § = 10~%. To decode the estimated unique item,
we consider the SC list (SCL) decoder [10] with a list size
L = 8 for our protocol and the maximum likelihood decoder
for PROTPP-S-Histpp in [6]. The BLER and frequency
estimation error comparisons to e are demonstrated in Figs. 2
and 3, respectively.

Figure 2 demonstrates the robustness of the protocols that
experience different true frequencies. When the true frequency
is f(u*) = 0.7, both protocols have good results, but PROTTT -
S-Histpp achieves a lower BLER due to the high performance
of the maximum likelihood decoder. When the true frequency
becomes f(u*) = 0.6, our protocol still perform well, while
PROTPP-S-Histpp starts to suffer an error floor since the
protocol rounds the entries in y to ﬁ, if y; > 0 and
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Fig. 3: Frequency Estimation Error vs. € for (n, k) = (64, 8)
and N = 1000

to —ﬁ, if y; < 0, for j € [n]. Intuitively, since lower
true frequency f(u*) means more clients have x; = 0,,
more entries tend to be rounded to ﬁ, which gradually
causes the entries in y biased towards positive. This becomes
worse when the true frequency is decreased to f(u*) = 0.5,
where most items are decoded incorrectly. In Fig. 3, one can
observe that our frequency estimation outperforms PROTFP-
S-Histpp. These results indicate that our proposed protocol
has versatile performance regarding the BLER given a wide
range of true frequencies, equivalent to having a high correct
decoding rate. Thus, a lower n can be guaranteed such that
our protocol is better than PROTP-S-Histpp according to
Definition 2, which requires 7 as small as possible. Furthermore,
the proposed protocol has a lower complexity of the decoder
while achieving better frequency estimation errors.

In Fig. 4, we evaluate the performance of our proposed
protocol in terms of BLER for varying the codelength from
n = 64 to n = 256 and the number of clients from N = 500
to N = 1000, given § = 1074, f(u*) = 0.7, and k = 8.
We can observe that increasing the codelength from n = 64
to n = 256 gives our protocol a performance gain for both
N =500 and N = 1000. Furthermore, increasing the number
of clients from N = 500 to N = 1000 gives us a performance
gain, which can be observed from Lemma 4.

V. CONCLUSION

In this work, we introduced the first practically imple-
mentable protocol for constructing succinct histograms under

10° ‘
—A— Proposed, N = 500, (n, k) = (64, 8)
. —6—Proposed, N = 500, (n, k) = (256,8)
~ —A— Proposed, N = 1000, (n, k) = (64,8)
E 1071 —©— Proposed, N = 1000, (n, k) = (256, 8) |4
m
3
]
/1072 E
-
3
=)
=
E 1073} 4
s}
10t : ‘ ‘
0 1 2 3 4 5

Fig. 4: BLER vs. € for f(u*) =0.7

(¢,0)-LDP using error-correcting codes. By leveraging polar
codes and an SCL decoder, our design supports soft decoding
through an analytic Gaussian mechanism, enabling improved
robustness without sacrificing frequency estimation accuracy.
Unlike prior works that remained theoretical, we provide con-
crete constructions and experimental evaluations, demonstrating
that our protocol outperforms across varied settings, while
achieving similar frequency estimation errors, especially on
lower true frequencies of the unique items.
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