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Abstract—Phishing attacks remain a significant threat to mod-
ern cybersecurity, as they successfully deceive both humans and
the defense mechanisms intended to protect them. Traditional
detection systems primarily focus on email metadata that users
cannot see in their inboxes. Additionally, these systems struggle
with phishing emails, which experienced users can often identify
empirically by the text alone. This paper investigates the practical
potential of Large Language Models (LLMs) to detect these
emails by focusing on their intent. In addition to the binary
classification of phishing emails, the paper introduces an intent-
type taxonomy, which is operationalized by the LLMs to classify
emails into distinct categories and, therefore, generate actionable
threat information. To facilitate our work, we have curated
publicly available datasets into a custom dataset containing a
mix of legitimate and phishing emails. Our results demonstrate
that existing LLMs are capable of detecting and categorizing
phishing emails, underscoring their potential in this domain.

Index Terms—cybersecurity, email security, phishing detection,
large language models, AI, cyber threat information

I. INTRODUCTION

Phishing is a well-known attack technique dating back to at
least the 1990s [1]. As the use of the internet has continued
to grow, so have the assets accessible online. In today’s
digital world, most businesses and organizations are connected
to the internet, resulting in a substantial volume of email
communication that malicious actors can exploit.

Phishing emails remain a prevalent threat [2], as the
majority of successful cyberattacks originate from phishing
campaigns [3], [4]. Many email defense mechanisms against
phishing attacks focus on metadata, information around used
protocols, and data besides the subject and body text fields
within the email [3]. Although such approaches have been
successful in detecting phishing emails, other emails that
experienced or trained users can easily identify as phishing
by simply reading the text still evade detection. With this in
mind, our hypothesis is as follows:

By addressing the language and intent of emails,
LLMs can detect phishing in a manner that comple-
ments existing metadata-based detection techniques.

This research was funded by the European Union as part of the Horizon Eu-
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are, however, those of the author(s) only and do not necessarily reflect those
of the European Union. Neither the European Union nor the granting authority
can be held responsible for them.

Large Language Models (LLMs) have been shown to exhibit
knowledge in this area, and this paper explores to what extent
LLMs can act as ”the experienced users” to detect phishing
intent, both with inherent knowledge and through in-context
learning using one or more examples.

Different types of phishing emails exist, each with a distinct
intent, as characterized by various MITRE ATT&CK tech-
niques [5]. For example, the intent behind an untargeted mass
phishing campaign typically differs significantly from that of
a targeted spearphishing email, which contains personalized
information about the victim. Exploring both in-context learn-
ing and phishing categories, this paper addresses the following
five research questions:

(RQ1) To what extent can LLMs infer intent in emails and
use that as a factor for phishing detection?

(RQ2) To what extent is knowledge inherent in LLMs, and
to what degree do examples in a few-shot learning
setting help with detection?

(RQ3) To what degree are LLMs able to explain and justify
their reasoning?

(RQ4) To what degree can LLMs differentiate between
different types of phishing categories?

(RQ5) To what degree does the contextual knowledge pro-
vided by the phishing categories help to identify
phishing emails?

In addition to addressing the research questions, the con-
tributions of the paper are as follows. Based on the MITRE
ATT&CK framework [5], we populate a taxonomy of phishing
intent and use it to enrich a curated dataset1 of phishing emails.
We then design a set of prompts and evaluate them under two
settings. In the zero-shot approach, the prompt is presented
with the email alone, without any examples of desired outputs.
In the few-shot approach, the prompt includes example emails
paired with correct labels to guide the model. This study eval-
uates multiple LLMs to assess their effectiveness in detecting
phishing intent, revealing mixed results across models when
using in-context learning.

II. RELATED WORK

In the context of cybersecurity, defense against phishing
attacks can be broadly categorised into two types: technical de-

1https://github.com/Rub3cula/Datasets/blob/main/100EmailsDataset.csv
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fenses and non-technical defenses [6]. Non-technical defenses
primarily focus on educating potential targets—typically email
recipients—through methods such as training courses and
simulated phishing tests. These initiatives aim to build user
awareness and resilience by teaching individuals how to rec-
ognize and respond to phishing attempts. In contrast, technical
defenses play a critical role in securing email platforms
through automated detection and prevention mechanisms.

In [8], the author argues that LLMs can reduce the work-
load and skill barrier required to create high-quality, targeted
phishing emails. The research indicates that certain detection
mechanisms can be circumvented by carefully crafting phish-
ing emails using LLMs through a method known as prompt
engineering, which involves adjusting prompts to produce
specific responses or outcomes. The paper proposes either
restricting the functionality of advanced models or implement-
ing traceability to prevent their misuse in malicious contexts.
In addition, the author proposes an LLM-based defensive
system in which the LLMs themselves can detect phishing
emails, a crucial development given the strong indicators that
LLMs will continue to improve, potentially enabling more
sophisticated phishing attack campaigns. Phishing detection
systems should consider the capability of prompt engineering
to bypass content filters quickly [8].

The authors in [9] provide empirical evidence that using
LLMs to create phishing emails can achieve a greater incen-
tivizing success rate than existing phishing emails gathered
from online archives. Although LLMs have not outperformed
manually written emails using a framework, phishing emails
that are empowered by both LLMs and humans have achieved
the best results. The authors developed phishing emails em-
ploying spearphishing techniques, integrating contextually rel-
evant information tailored to specific targets. Although the
primary objective of the paper was to examine the construction
of such emails, it also proposed approaches for LLMs in
phishing detection. In particular, the authors highlighted the
importance of analyzing communicative intent as a potential
differentiator between legitimate marketing content and mali-
cious phishing attempts. Furthermore, [8] demonstrated how
LLMs could create cost-effective and scalable spearphishing
campaigns.

In addition to the subject line and body content, publicly
available phishing datasets often include additional metadata,
such as IP addresses and authentication protocol logs. Existing
detection algorithms frequently leverage sender authentication
mechanisms—such as SPF, DKIM, and DMARC [10]—which
are commonly employed by traditional machine learning-
based email security solutions. For example, datasets like
SpamAssassin and the Anti-Phishing Working Group (APWG)
provide IP addresses, domain information, and authentication
results. Such data plays an essential role in research focused
on analyzing the overall characteristics of emails. Furthermore,
many phishing emails resemble poorly constructed spam mes-
sages, making them easier for users to identify and disregard.

Our paper primarily focuses on analyzing the intent of
emails by examining only the subject line and body content,

thereby simulating the way a typical user perceives an email.
This approach is particularly valuable in scenarios where tradi-
tional detection mechanisms fail, allowing phishing messages
to bypass security filters and reach users’ inboxes.

ChatSpamDetector [11] is a recent example in which LLMs
have demonstrated strong performance in phishing detection,
utilizing recent datasets and real-world emails to achieve an
accuracy of 99.7%. This significantly outperforms baseline
systems and other traditional models. Despite these promising
results, the approach is not intended to fully replace existing
solutions. Deploying commercial LLMs—such as OpenAI’s
GPT-4o—at scale remains both cost-prohibitive and potentially
non-compliant with privacy best practices [12]. Non-technical
approaches focus on educating users on how to identify phish-
ing emails [13]. Numerous studies utilize publicly available
datasets to conduct their experiments. Many phishing emails
included in these datasets might be considered unsophisticated
attempts; however, due to varying email security configura-
tions, they can still occasionally end up in users’ inboxes
[15]. Recently, there has been significant progress in the field
of LLMs, particularly in text reasoning tasks and zero-shot
learning [14]. ChatSpamDetector used prompts to instruct
LLMs on how to perform detection tasks effectively.

III. AN INTENT-TYPE PHISHING TAXONOMY

The taxonomy used in this work is derived from the MITRE
ATT&CK Technique T1566 for phishing [16], as presented in
Table I. We adopt the sub-techniques defined by ATT&CK
as three distinct categories, focusing on how the attacker
delivers the phishing attempt. This categorization supports
our analysis of intent in phishing emails, particularly in the
context of LLM-based detection. By emphasizing the delivery
vector rather than attribution or payload analysis, our use of
this taxonomy aligns with the goal of examining how LLMs
can interpret the purpose behind an email. To generalize the
classification and reflect the broader applicability to various
phishing scenarios—including those involving LLM-generated
content—we omit the term ’spear’ from the category names,
while preserving the core distinctions among the attack vec-
tors.

Phishing via Link refers to phishing emails designed to lure
users into clicking on a link or visiting a website. Methods may
include the use of shortened URLs, links that closely resemble
legitimate domains but contain slight variations (e.g., a single
altered character), or obfuscated, non-clickable links. For
instance, a URL might be disguised using textual substitutions
such as ’(dot)com’ in place of ’.com’ to deceive recipients
into manually entering the address in their browser. Overall,
this category encompasses all phishing attempts that seek to
redirect users to malicious websites, whether through direct
clicking or more indirect methods.”

Phishing via Attachment refers to the method of delivering
malicious code through a file that is attached to an email.
This method relies on the victim downloading and interacting
with the attachment to initiate a cyber infection. This category
applies when a malicious file is attached, and the attacker



aims for the victim to open it. It is important to note that the
experiments conducted in this study focused solely on the text
fields within the body and subject of the email. Consequently,
the attachment was not included as part of the system’s input.
As a result, the system’s outcomes are based exclusively on
the text fields without any access to the actual attachment.

Phishing via Service refers to a broader category of phish-
ing attacks that utilize vectors outside the traditional email
inbox, meaning the threat does not originate from a link or
attachment within the email itself. Instead, attackers typically
attempt to redirect the victim to engage through less secure
and less monitored channels, such as personal phone numbers,
SMS, or even physical mail. These emails usually contain just
enough information to prompt the recipient to take further
action, such as initiating a money transfer, installing software,
or continuing the interaction through third-party services. This
category highlights phishing techniques that exploit external
communication channels to bypass conventional email-based
defenses.

TABLE I
TRANSPOSING MITRE ATT&CK TECHNIQUES TO PHISHING

CATEGORIES

Technique Phishing Category
T1566.001 Spearphishing Attachment Phishing via Attachment

T1566.002 Spearphishing Link Phishing via Link
T1566.003 Spearphishing via Service Phishing via Service

IV. EXPERIMENTAL SETUP

A. Data sources and curation

The primary dataset used in the experiments consisted of
emails manually selected from three publicly available large
email datasets: LING, Nazario, and Enron. The phishing
emails were chosen from the LING and Nazario datasets,
and legitimate emails were sourced from the Enron dataset.
These datasets were selected due to their popularity and their
compliance with privacy, especially with benign emails. The
labeled datasets were downloaded from Kaggle [15].

During initial experiments, it was observed that when using
Enron emails that mention specific references to the company
or its products, the LLMs sometimes recognized them as
originating from the Enron dataset. Although interesting, this
could shift the focus away from email intent and result in
skewed results. To maintain concentration on detecting intent,
such emails were filtered out.

After initial experiments, a validation set of 100 manually
labeled emails was created to ensure an unbiased evaluation of
classification and categorization during the final testing phase.
This validation set adhered to the same labeling schema as the
first dataset but remained unused until the end of the project
to minimize any bias in training.

This research incorporated datasets with varying origins,
sizes, and levels of complexity to provide a robust assessment
of LLM capabilities in detecting phishing emails in the real
world.

1) Data Preprocessing: In order to standardize the data
for analysis, we processed the data from the datasets in the
following way:

1) Extraction of email components: We extracted the text
fields from all datasets, specifically the ”Subject” field
as the header and the ”Body” field as the primary text
content of each email.

2) Binary label identification: From each dataset, the emails
were labeled with a binary label, where a value of 1 in-
dicated a phishing email, and 0 represented a legitimate
message.

3) Manual labeling and categorization: For the two custom
datasets, all emails with the phishing label were man-
ually categorized according to the corresponding intent
categories from the taxonomy.

4) Filtering out dataset bias: During experiments, some
emails, like those from the Enron dataset, had clear
indicators that caused the LLMs to recognize the text.
For these cases and other examples, such as data for-
matting errors in the datasets, the emails were removed
and replaced.

B. Prompting Approaches

1) Zero-shot Prompting: In the zero-shot experiments, the
prompts are constructed without providing specific exam-
ples of phishing or legitimate emails. Instead, they rely on
descriptive guidance highlighting key features to identify.
The classification prompt remains relatively simple, while
the categorization prompt incorporates more detailed criteria.
This zero-shot approach leverages the model’s pre-trained
knowledge by asking it to assess whether an email is malicious
based solely on its internal understanding, without requiring
explicit examples.

As a first step, the model is prompted with a binary (yes-or-
no) question to determine whether the email is malicious. If
the response is affirmative, the second step involves classifying
the email into a intent category, which reflects what the
attacker aims to prompt the recipient to do. Since no examples
are provided, the model must rely entirely on its pre-trained
knowledge to infer the characteristics of a malicious email and
its underlying intent.

2) Few-shot Learning Prompt: To enhance accuracy, partic-
ularly in categorization, we implemented a few-shot learning
prompting approach. The main distinction in the few-shot
prompt is that each category includes two complete examples
of phishing emails, encompassing both the header and body.
This approach provides the models with real examples as
references, aiming to improve their ability to recognize various
patterns within the categories.

C. The experiments

This project conducted three experiments, all of which
employed two different approaches: zero-shot and few-shot.
All emails were sent in single prompts, with no overlap
between each model; each model received only one prompt
at a time to avoid data contamination.



All experiments are first conducted using a zero-shot ap-
proach by sending only the prompt with the email without
any examples. The LLMs execute their task by using only the
prompt’s instructions and their own capabilities.

In the few-shot approach, all experiments are conducted
using the same base prompt, that base prompt is augmented
in each experiment. In the few-shot version of the experiments
the prompt is further augmented with two labeled examples for
each category of phishing emails relevant to the specific ex-
periment. These examples serve as contextual cues to help the
LLM learn from limited data—a technique commonly referred
to as few-shot prompting. This setup allows us to investigate
the model’s ability to generalize and classify phishing intent
based on minimal, targeted guidance.

Experiment 1 investigates the LLM’s innate knowledge by
using basic prompt engineering and asking if the email is
malicious. A commonly used prompt engineering technique,
often referred to as ”role prompting,” is employed to convey
the purpose that the LLM will be utilized as an email classifier
in the initial step. The experiment introduces the prompt
shown below, which will serve as a baseline for all the other
experiments. The experiment was run twice, using the same
prompt, with the difference that the few-shot examples of
emails and the desired output were appended at the end of
the prompt. The few-shot prompt in experiment 1 does not
include the intent categories.

You are an email classifier analyzing
potential phishing emails. Your task is as
follows:

1. Determine if this email is malicious (Yes/
No)

2. Give a short justification for your
decision, explain the result.

The response should follow this format

Phishing: YES/NO
Justification:

Experiment 2 enhances the prompt by introducing intent cat-
egories in Step 1. This addition provides the LLM with more
contextual information but does not constitute an additional
step in the overall process. These intent categories are also
included in the few-shot learning examples to guide the model
more effectively.

1.Determine if this email is malicious (Yes/
No).

Here are a few categories of phishing emails
and some basic rules on how to find them :

- Phishing via Attachment
If the primary goal of the phishing email

is to get the user to download
something

- Phishing via Link
If the primary goal of the phishing email

is to get the user to "click here" or
click any URL or link

- Phishing via Service

Where the goal is not To CLICK or download
in the inbox, but to get the user to

use some other service, like calling a
number or some other way they could

phish outside of the email inbox
- Other
If the email is clearly a phishing attempt

but does not fall into any of the
defined categories

Experiment 3 incorporates all three steps, building on the
initial assessment of the LLM’s capability by introducing a
second step: a categorization task. This expanded approach
aims to evaluate the LLM’s ability to perform a more com-
prehensive analysis, extending beyond simple binary classifi-
cation, by focusing on its understanding of various phishing
tactics and its reasoning capabilities.

1. Determine if this email is malicious (Yes/
No).

2. ONLY If the email is malicious, classify it
into one of the following categories:

- Phishing via Attachment
If the primary goal of the phishing email

is to get the user to download
something

- Phishing via Link
If the primary goal of the phishing email

is to get the user to "click here" or
click any URL or link

- Phishing via Service
Where the goal is not To CLICK or download

in the inbox, but to get the user to
use some other service, like calling a
number or some other way they could

phish outside of the email inbox
- Other
If the email is clearly a phishing attempt

but does not fall into any of the
defined categories

3. Give a short justification for your
decision, and explain the result.

D. Model selection

The experiments utilized four models: GPT-4o-mini, Claude
3.5 Haiku, Phi-4 (14B), and Qwen (7B). The objective was not
to determine the most capable model, but rather to explore the
effectiveness of modern large language models in phishing
detection and categorization. Qwen (7B), the smallest and
oldest model (over a year old), was included to evaluate how
a smaller, less recent model performs in comparison to newer,
larger, and more cost-effective enterprise models. Claude 3.5
Haiku and GPT-4o-mini were accessed via commercial APIs,
while Qwen (7B) and Phi-4 (14B) were run locally on a high-
end consumer desktop.

V. RESULTS

The experiments progressed through three stages: (1) ba-
sic malicious email identification (Exp1); incorporation of
phishing technique categorization (Exp2); and (3) combining
both tasks with an added justification requirement (Exp3). For



each stage, we used both zero-shot and few-shot learning
approaches, suffixed by ‘-Zero’ and ‘-Few’ respectively in
Table II, which summarizes the results.

TABLE II
ACCURACY ACROSS EXPERIMENTS. CATEGORY ACCURACY IS SHOWN AS

Detection / Category WHERE APPLICABLE.

Model Exp1-Zero Exp1-Few Exp2-Zero

gpt-4o-mini 97.00% 97.00% 93.00%
claude-3.5-haiku 96.00% 92.00% 95.00%
phi-4(14b) 90.00% 92.00% 91.00%
qwen(7b) 44.00% 2.00% 45.00%

Model Exp2-Few Exp3-Zero Exp3-Few

gpt-4o-mini 92.00% 94.00% / 86.05% 92.00% / 95.35%
claude-3.5-haiku 92.00% 89.00% / 88.37% 94.00% / 79.07%
phi-4(14b) 88.00% 93.00% / 86.05% 89.00% / 76.74%
qwen(7b) 0.00% 25.00% / 9.30% 0.00% / 0.00%

Across all experiments, GPT-4o-mini, Claude-3.5-haiku,
and Phi-4 (14b) consistently demonstrated high accuracy,
highlighting their ability to understand and classify malicious
emails even with limited example data. The Qwen(7b) per-
formed considerably worse than the other models. In some
tasks, it failed to produce output in the correct format, resulting
in zero percentage accuracy. The inclusion of categorization
focuses on what the attacker intends for the targeted user
to perform, which could give security professionals a head
start in the triage process of a real attack. The require-
ment for justification provides some insight into the model’s
reasoning process and transparency. The complete suite of
six experiments, when executed in a single batch, requires
approximately 70 minutes to complete. The overall execution
time is primarily constrained by the locally hosted models.
In contrast, experiments conducted exclusively via API access
typically take between 1 to 3 minutes per experiment, incurring
a cost of approximately $0.01 to $0.03 USD for the GPT-4o-
mini and Claude Haiku models.

All experiments also required the models to generate
justifications as part of the output. Consistent with the results
from Steps 1–3, Qwen exhibited inadequate performance
on this task. Additionally, Phi-4 and Claude encountered
formatting issues that led to empty justifications in up to
one-third of the emails. These shortcomings indicate clear
opportunities for improvement in the justification generation
process. The justifications provided in the correct format
were of high quality and offered good logic for determining
whether an email appeared legitimate or suspicious. Example
justifications for both a legitimate and a phishing email via a
link are included below:

Legitimate email:

The email appears to be a legitimate inquiry
about linguistic analyses and does not
contain any malicious intent, links, or
attachments that would indicate phishing.
It is a straightforward request for
information from a researcher.

Phishing via Link:

The email is attempting to get the recipient
to click on a link to verify their account
, which is a common tactic used in
phishing attempts. The urgency created by
the threat of account suspension within 24
hours further indicates malicious intent.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have evaluated the potential use of LLMs
to detect and categorize phishing emails based on the attacker’s
intent. The experimental results demonstrated that modern
LLM models are capable of inferring attack vectors aligned
with the categories in the proposed taxonomy. Furthermore,
the outputs generated by these models offer valuable insights
for security professionals. Returning to the research questions
outlined in Section I, our findings can be summarized as
follows:

(RQ1) LLMs, particularly the larger modern models,
demonstrated a strong ability to infer phishing intent, achiev-
ing above 95% accuracy in phishing detection. This extends
beyond keyword spotting, as models accurately identified how
emails attempted to trick the user by focusing on the attacker’s
intent.

(RQ2) LLMs exhibited substantial inherent knowledge,
achieving high accuracy in zero-shot experiments. However,
incorporating two examples per category via few-shot learning
had mixed results: for some models, the examples improved
the accuracy of categories, while in other cases, we observed
a reduction in accuracy. Context length and the models’ size
might be important if few-shot learning is to be introduced or
further explored.

(RQ3) Justification alongside detection and categorization
results revealed insight into the model’s thought process.
While a comprehensive analysis of reasoning quality was
beyond the scope of this work, a preliminary examination
of the generated justifications showed a correlation between
identified phishing cues and the model’s stated rationale. This
suggests the LLMs weren’t simply relying on surface-level
features but were, to some degree, able to connect the intent
of the phishing email to the categories.

(RQ4) LLMs successfully categorized phishing emails into
distinct categories (i.e., link, attachment, service). Category ac-
curacy ranged from 76% to 95% on the three best-performing
models (see Table II), indicating that based only on the text
of the email, the LLMs can sort the emails into spearphishing
techniques with high accuracy. This demonstrates a significant
ability to differentiate between phishing categories, moving
beyond simple binary classification.

(RQ5) By categorizing phishing emails, LLMs demonstrate
the ability to leverage domain-specific knowledge to identify
the attacker’s intent, classify and categorize the threat, and
generate explanatory justifications for why the email is deemed
malicious. The extracted information—including identified
indicators and inferred intent—can complement traditional
security filters, particularly in cases where phishing emails



bypass existing detection systems. This added layer of analysis
has the potential to reduce false positives and assist security
professionals in the triage and investigation of email-based
security incidents.

Based on our work, we have identified several areas for
future research. Firstly, as discussed, we suggest addressing
reasoning and justification capabilities (RQ3) in a controlled
experiment with security analysts. Other areas for further
work include: evaluating the models on a larger and more
diverse real-world dataset of phishing emails; investigating
the integration of an LLM-based approach with existing email
security systems; fine-tuning of existing LLMs; conducting a
cost-benefit analysis of the use of LLMs; exploring differ-
ent prompting strategies; and implementing a human-in-the-
loop validation system. These future research directions could
contribute to a deeper understanding of the capabilities and
limitations of LLMs for phishing detection and categorization.
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