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Abstract—Web tracking is a pervasive and opaque practice that
enables personalized advertising, retargeting, and conversion
tracking. Over time, it has evolved into a sophisticated and
invasive ecosystem, employing increasingly complex techniques
to monitor and profile users across the web. The research
community has a long track record of analyzing new web
tracking techniques, designing and evaluating the effectiveness
of countermeasures, and assessing compliance with privacy
regulations. Despite a substantial body of work on web track-
ing, the literature remains fragmented across distinctly scoped
studies, making it difficult to identify overarching trends,
connect new but related techniques, and identify research gaps
in the field. Today, web tracking is undergoing a once-in-a-
generation transformation, driven by fundamental shifts in the
advertising industry, the adoption of anti-tracking countermea-
sures by browsers, and the growing enforcement of emerg-
ing privacy regulations. This Systematization of Knowledge
(SoK) aims to consolidate and synthesize this wide-ranging
research, offering a comprehensive overview of the technical
mechanisms, countermeasures, and regulations that shape the
modern and rapidly evolving web tracking landscape. This
SoK also highlights open challenges and outlines directions
for future research, aiming to serve as a unified reference
and introductory material for researchers, practitioners, and
policymakers alike.

1. Introduction
Online users access a variety of free content and services

on the web, which are largely funded through online adver-

An extended and living version of this document is available at https://gi
thub.com/privacysandstorm/sok-advances-open-problems-web-tracking

tising. In turn, advertising is heavily dependent on moni-
toring users’ online activities for various purposes such as
analytics, personalized (re-)targeting, and conversion track-
ing. To realize these objectives, user tracking has become
a pervasive part of the web. Online advertising in the US
alone is set to exceed $400 billion in 2025 [1].

Ever since the introduction of cookies on the web in
mid-1990s [2], web tracking has evolved into a significantly
more pervasive and sophisticated practice. There has been an
increase in prevalence of third-party trackers—with around
92% of webpages today embedding at least one tracker [3].
Moreover, user tracking and profiling often involves collec-
tion of user’s personal details (such as name, email, and
location), device characteristics (such as device model and
operating system), browsing history, and behavioral signals
(such as time spent on a page and performed interactions).
As a result, web tracking has become an active area in online
privacy research.

Researchers have conducted numerous studies to ex-
amine the evolution of web tracking mechanisms, browser
developments, and regulatory compliance. Yet, despite this
considerable body of work, major findings remain scat-
tered across many disparate studies. Furthermore, as privacy
defenses improve in browsers, trackers continually adapt
with new evasion techniques [4]. The result is an ever-
shifting technical landscape of tracking techniques. Reg-
ulations often govern tracking practices and ensure that
browsers provide necessary protections to safeguard user
privacy. Although these regulatory changes have had a more
gradual impact than browser-based technical interventions,
together they have continued to reshape the ecosystem.
Today, web tracking is undergoing a transformative change
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due to the introduction of privacy-enhancing protections in
major web browsers and evolving regulatory frameworks.
Recent advancements in online advertising comprises the
introduction of privacy-preserving paradigms [5] and adop-
tion of generative AI on the web [6], [7], [8] [9]. In the
light of these shifts, it is important and timely to com-
prehensively and systematically study emerging trends in
the evolving tracking landscape to identify crucial research
gaps. Thus, the research community can clearly benefit from
a unified resource that consolidates and systematizes the
state of knowledge, helping researchers to make meaningful
contributions to the field and ensure a structured approach
at addressing new privacy issues.

To this end, in this SoK, we synthesize the disparate
lines of research and practices in web tracking—spanning
across technical mechanisms, browser mitigations, as well as
regulatory changes—to systematically provide an overview
of the current state of web tracking. We scope this work
to how the data is collected about users, not how that
data might then be used. This unified perspective enables a
critical reflection on how far the community has come and
where it should head next in terms of research directions.
Our contributions are as follows:

• We systematically organize the extensive body of
research on web tracking, providing a consolidated
knowledge base of advances in the field, highlighting
evolving trends, bridging emerging but related track-
ing mechanisms and identifying gaps in the field.

• We provide an overview of major browser-based
anti-tracking interventions and relevant regulatory
frameworks across the EU and the US to assess how
they have altered the ecosystem over the years.

• We identify key open challenges and promising fu-
ture directions in the domain of web tracking for the
community to address in the coming years.

2. Methodology

Online tracking has a vast literature, comprising numer-
ous research studies published over the last few decades.
As a result, we first carry out a literature survey to identify
all papers related to web tracking published in the last 20
years (2005 onward) at any of the seven top web security
and privacy venues—IEEE S&P, USENIX Security, ACM
CCS, NDSS, ACM IMC, PETS, and WWW. A total of
200+ research papers were identified. Each paper was as-
signed one or more topics related to web tracking based
on the abstract of the paper. The assignment of topics was
jointly performed by two researchers following Clarke and
Braun’s [10] thematic analysis approach. A total of 84
topical themes were identified, with the top 15 (by number
of papers) being tracking measurement, third-party tracking,
browser fingerprinting, cookie consent, cookies, profiling,
user studies in tracking, tracking in mobile, ad blocking,
regulation compliance, JavaScript tracking, browser exten-
sion fingerprinting, advertising and tracking detection, and
privacy. We will make the thematic organization of papers

public upon acceptance. We used our domain expertise to
structure the SoK around these prominent themes as outlined
in the rest of this paper.

3. Background on Web as an Ecosystem

The Web comprises of a client-server architecture built
on the HTTP(S) protocol where browsers (client) send
HTTP requests to servers—identified by URLs that specify
the scheme (protocol), host (domain name), and resource
path—sharing requested resources as HTTP responses.
Website Structure. A typical website is composed of a pri-
mary HTML document embedded with numerous resources.
These resources are either hosted on the web server of the
site directly visited by the user (i.e., first-party) or on other
web servers (i.e., third-party). The HTML document defines
the webpage structure and is parsed by the browser to build
a logical representation of the document objects, i.e., the
DOM or Document Object Model. At a high level, resources
are included on a webpage in two ways: (1) as inline
content, directly within the HTML tags (e.g., <style>,
<script>, or <img> tags) or (2) as external refer-
ences to fetch content (e.g., <script src="...">,
<img src="...">, and <iframe src="...">). As
the browser processes HTML to construct the DOM, it
immediately renders inline content such as text and images
or executes scripts, and for each external inclusion it issues
additional HTTP requests to retrieve those resources. No-
tably, different resource types have different behaviors upon
their inclusion in a webpage. An image or a video is treated
as passive content and cannot execute code, but triggers a
loading request to the host web server. Whereas a script
fetched from an external URL can execute in context of the
including page once loaded. An <iframe> is a special case
that embeds a completely separate HTML document inside
a parent page. Thus, multiple parties can be present in the
context of a single webpage.
Browser’s Origin Model. Web browsers use a strict bound-
ary called “origin”, which is defined as a triplet of scheme
(protocol), host (domain or IP address), and port. Two URLs
have the same origin only if all three components match
exactly. Browsers also group related origins into a broader
notion of “site” based on the effective top-level domain plus
one (eTLD+1) [11] using public suffix lists [12]. This origin
boundary is fundamental to web security: by tagging and
isolating content per origin, browsers ensure that code and
data from different origins (or site groupings) cannot read,
modify or interfere maliciously with each other’s state. This
enforcement is called Same-Origin Policy (SOP) [13].
Browser’s Context Model. A browsing context is the envi-
ronment that contains the document along with a scripting
environment (e.g., the global window object in HTML). In
practice, it corresponds to a browser tab, window, mainframe
comprising the loaded webpage or any of its iframes [14].
When a webpage loads, the browser creates a new context
(or uses an existing one for navigation) and associates it with
the page’s origin. Third-party iframes run in a nested brows-
ing context, with a separate document, tagged with their own
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origin. Each context is isolated in terms of the DOM and
JavaScript runtime—by default, code in one context cannot
arbitrarily interfere with a document in another context,
especially if their origins differ. The browser maintains this
isolation by labeling each context with the origin of its active
document and enforcing boundaries between contexts.
Browser’s Security Model: Context-Origin Boundaries.
The browsing context model denotes that every document
runs in a container (frame or window) that maintains its
state (such as its DOM, variables, and scripts) separate
from others, while browser’s origin model associates the
document with an origin determining the code’s privileges.
Thus, the browser uses both the origin and context when
enforcing policies—it isolates different contexts from each
other, and when an interaction is attempted, it checks the
origins involved. If two browsing contexts share the same
origin, they are allowed to interact freely as part of the same
trust domain, otherwise they can not under the SOP.
Browser-Enforced Policies on Script Execution. A script’s
execution privileges are tied to its context’s origin—
implying that it always “acts as” whatever origin its doc-
ument has. As a result, when an external script is included
in a document from an origin different from the including
document’s origin, the browser does not enforce any origin-
based restriction. The script executes with full privileges
of the context that included it—it can access the including
page’s DOM, make network requests as that page, read
and set storage of that page, and generally do anything the
page’s own scripts could do. The act of inclusion signifies
an implicit trust declaration by the webpage as if it trusts
that code with its own origin’s privileges [11].
Browser-Enforced Policies on Browser Storage.
Browser-provided client-side storage mechanisms (such as
localStorage, sessionStorage, and IndexedDB)
are partitioned by origin. So scripts from one origin
cannot read or write to another origin’s storage. However,
there is one notable exception in how the browser treats
cookies—cookies are scoped by domain (and path), not just
the full origin. Cookies may either be JavaScript cookies
or HTTP cookies. Functionally, they both store data in
a user’s browser, however, they differ in how they are
accessed and their scope. HTTP cookies are automatically
read and included in the network request or set by the
browser from the response using corresponding headers
based on specified cookie’s domain and path information.
While JavaScript cookies (i.e., cookies set using JavaScript
or HTTP cookies that are not flagged to be HTTPOnly)
are set and/or accessed by client-side scripts running in the
browser. JavaScript cookies can be accessed (e.g., using
document.cookie or CookieStore API) by any script
running in the same execution context regardless of its
source. This means that third-party scripts included in the
main execution context can read/write first-party cookies.
JavaScript cookies are shared either in the query string or
the request payload with a remote server.

Understanding these models and constraints is important
to study how web tracking techniques must work within (or
attempt to work around) the browser’s framework.

Partitioned 
Browser Storage

tracker1.com

tracker2.com

sports.com

news.com

first-party third-party

 https://www.news.com

news.com <mainframe>

tracker1.com <iframe>

tracker2.com <iframe>

tracker1.com
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news.com
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Server-to-Server 
Sharing

 https://www.sports.com

sports.com <mainframe>

tracker2.com <iframe>

user@example.com
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Figure 1: Threat model of web tracking

4. Threat Model of Web Tracking

Our threat model of web tracking considers four main
entities: user, browser, first-party website, and third-parties
included in the website. The user is an individual accessing
websites on the Internet through their browser (also known
as user agent [15]), seeking to keep their online behavior
private and hence considered the victim. Browsers mediate
all interactions between the user and the web content, en-
forcing different policies described in Section 3. The first-
party website is the webpage that the user directly visits
to browse content. It often includes resources from third-
parties that are not directly visited by the user and are
typically hosted on a different domain than the first-party
website [16]. A tracker is any party whose goal is to collect
data about the user’s activities in order to monitor or identify
the user’s behavior across the web. We consider first- and
third-party trackers as adversaries, where their aim is to
gather maximal information on users. Figure 1 provides a
conceptual overview of our model where news.com and
sports.com are the first-party websites visited by the
user from their personal device(s). tracker1.com and
tracker2.com are the third-parties embedded in the first-
party websites.
Goals of an Adversary. User data can be divided into two
categories: (1) identifiers such as email or identifying infor-
mation such as network, software, or hardware configura-
tions, and (2) browsing activity comprising webpages visited
and website interactions performed by the user. The tracker’s
goal can be distinguished into different scopes: Same-site.
The tracker aims to monitor or recognize a returning user on
the same first-party website across multiple visits or page
loads. Cross-site. Trackers embedded on multiple unrelated
first-party websites often aim to uniquely identify and track
a user across these sites in order to link different website
activities to the same user. Cross-device. A tracker may
also aim to identify the same user as they browse the
internet using different devices or browsers. In summary,
the adversary’s primary goal is to persistently and uniquely
label the user or the user’s browser/device and to collect
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user data tied to that label, across navigations, sites, and
over time, for purposes such as profiling, analytics, or ad
targeting. Besides, a secondary goal of the tracker may be to
avoid detection or prevention—i.e., trackers aim to achieve
their goal despite anti-tracking measures.
Capabilities of an Adversary. To achieve its goals, an
adversary’s capabilities can be explained in context of in-
clusion, collection, storage, and sharing of the user data,
subject to the browser’s context-origin restrictions discussed
in Section 3. The adversary is considered capable enough to
track users either in presence of these browser-enforced pol-
icy restrictions or by circumventing them. Inclusion. A first-
party tracker is assumed to directly monitor user activities
within the mainframe context. A third-party tracker could
be embedded as an inline resource (e.g., image/script tag)
within the mainframe context by the first-party assuming
trust delegation, an iframe with a separate context under its
origin (i.e., with its own DOM, state, and resources), or as a
resource within a third-party iframe, isolated from the main-
frame context. Collection. A tracker aims to collect user
data through available browser features by either executing
JavaScript code or reading browser storage. Storage. Track-
ers may read, write, or modify data in the user’s browser us-
ing localStorage, sessionStorage, indexedDB
and the cookie jar. The stored data can be accessed by
the tracker in subsequent visits to either the same site or
a different site. Sharing. Next, the adversary’s goal is to
share the collected user data with its own servers or a part-
ner’s tracking server. For this, trackers can initiate network
requests including the user data in one of four ways: (1) as
request URL query parameter, (2) request payload, (3) re-
quest header, or (4) through HTTP cookies. Approaches
1-3 require tracking scripts to explicitly include user data,
whereas HTTP cookies associated with the tracker’s domain
are automatically included in all requests to the tracker’s
server. We use this threat model to understand different web
tracking mechanisms and their evolution over time.

5. Stateful Tracking

The most straightforward approach to tracking a user
involves storing a unique identifier in their browser and re-
trieving it or modifying it as they browse different websites,
which is a process known as “stateful tracking”. Browsers
provide a number of interfaces (e.g., cookies) that are de-
signed to associate state to the user’s visit. Browsers also
provide many interfaces that store information as a side
effect of some other functionality provided to the website
(e.g., E-Tags, HSTS upgrades), which trackers can some-
times abuse to encode a unique identifier [17], [18], [19].

5.1. Third-party Stateful Tracking

5.1.1. Cookies. Cookies—first specified by Lou Montulli
at Netscape in 1990s—allow maintaining a state when the
browser communicates with a web server via HTTP, a
stateless protocol [20]. For example, a website can store
a user’s authentication token in the browser via a cookie,

which is then presented to the web server with each request
that the user’s browser makes, allowing the website to
verify the user’s authentication status. Browsers mediate
which resources and domains are able to access specific
cookies [13], [21], [22].

news.com

c1=123

tracker.com

c2=abc

set-cookie: "c1=123"

set-cookie: "c2=abc"
c2=abc

tracker.com

cookie jar

   
  news.com <mainframe>

  tracker.com <iframe>

   sports.com <mainframe>

  tracker.com <iframe>

sports.com

c3=456
c3=456

sports.com

c1=123
news.com

GET
cookie: "c2=abc"

GET

GET

set-cookie: "c3=456"

GET

servers
Figure 2: Cookie-based Tracking

First- or third-party domains on a webpage can set and
receive cookies—either via cookie and set-cookie
headers in network requests and responses respectively or
via the document.cookie JavaScript method. In a first-
party context, cookies allow a user to be re-identified to
the website that they visit, while in a third-party context,
it allows for cross-site tracking. For example, in Figure 2,
news.com and sports.com both include iframes with
ads from tracker.com. As a result, the user’s browser
will send the same tracker.com cookie with requests to
load the iframes on both pages. On tracker.com server’s
side, these two requests can be attributed to the same user
and combined with additional information about the user-
visited website. Privacy concerns with third-party cookies
were identified as early as their introduction [20], [23]
as public concern over web tracking elevated to the point
where the FTC held a workshop on the topic in 1997 [24].
Nonetheless, cookies have been the dominant form of web
tracking for many years.

5.1.2. Cookie Syncing. Third-parties included on a few
websites, are only able to track users across that limited
number of sites [25], [26]. Moreover, under the SOP restric-
tion, a third-party on a webpage cannot share its cookies
with another third-party domain by directly initiating a
request to it. To overcome these constraints and exchange
information collected about the user on different websites,
third-party companies rely on cookie syncing or cookie
matching [27], [28], [29], [30], [31], [32]—first described
by Olejnik et al. [33] and also named as “referred tracking”
by Roesner et al. [25].

cookie: "t1=pqr"

t2=xyz
tracker2.com

cookie jar

tracker2.com
t2=xyz

t1=pqr
tracker1.com

GET tracker1.com/pixel.png
tracker1.com

t1=pqrREDIRECT tracker2.com?
syncId=pqr&pub=news.com

cookie: "t2=xyz"

GET tracker2.com?
syncId=pqr&pub=news.com

server-server
data merge

  news.com <mainframe>

 tracker1.com <iframe>

Figure 3: Cookie Syncing

This mechanism relies on synchronizing user identifiers
known to two different third parties that are typically stored
in third-party cookies and most commonly communicated
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via URL parameters. Following from the previous example,
let’s suppose there are two trackers—tracker1.com and
tracker2.com. If only tracker1.com is present on
news.com as shown in Figure 3, it can share its user
identifier stored in a third-party cookie by initiating a request
to tracker2.com and adding it in the URL parameter.
This would allow tracker2.com to know the identifier
the user has for tracker1.com, match it with the user
identifier of tracker2.com, and communicate server-to-
server to further merge the information collected about this
user by tracker1.com and tracker2.com.

5.1.3. Tracking Tags. Traditionally, tracking pixels (also
called invisible pixels) used to be basic 1x1 image elements
embedded on a webpage that pointed to some tracking
endpoint. When a user visits a webpage embedding a 1x1
pixel, user data is shared with the tracker, allowing user
tracking on the same site as well as cross-site. Image-
based tracking pixels have been primarily used for analytics,
ad (re)targeting, and conversion tracking. Researchers have
conducted various large-scale measurements to study image-
based tracking pixels [26], [28], [34], [35], [36], [37].

  
   

news.com

tracker.com server

user activities

button click
details

form filling
details

  
   

news.com/signup

Figure 4: Tracking Scripts

Over the years, tracking pixels have significantly ad-
vanced in their capabilities. Modern tracking pixels, also
referred to as tracking tags, rely on JavaScript to col-
lect more fine-grained information in browsers. Figure 4
represents a simple scenario where a tracking pixel from
tracker.com is embedded on the homepage as well as on
the /signup page of news.com, respectively collecting
and sharing button clicks and form events with its own
server, with the help of its tracking script. Thus, tracking
pixels have expanded in scope to support additional use
cases, such as managing multiple pixels via a single tag,
bot detection, and replaying of user sessions.

5.2. First-party Stateful Tracking
Since most browsers either block [38] or partition third-

party access (by origin) to stateful APIs [39], trackers aren’t
able to store and retrieve identifiers across sites. At best,
storage partitioning allows tracking user activity on a single
site. To circumvent these protections, trackers adopt first-
party based mechanisms described in this section.

5.2.1. Cookies. When third-party tracking scripts are em-
bedded into first-party execution contexts, the scripts execute
with the same privileges as first-party scripts, allowing them
to read and write JavaScript-accessible first-party storage as
if they were a first-party script [40]. First-party cookies often
store unique user identifiers created with browser finger-
printing and those which are bounced through navigational
tracking (see Section 5.2.4). Recent research [41], [42] has

shown that nearly 90% of all websites use at least one
tracking first party cookie, 96% of which are in fact set
by third-party scripts running in a first-party context.

5.2.2. Cookie Syncing. One of the privacy issues with first-
party cookies is syncing these identifiers with other third-
parties. This sharing—first described by Fouad et al. [31]—
allows third-parties to collude with each other and bene-
fit from information gathered from users’ across different
websites in a first-party context. In some cases, Google and
Facebook set first-party cookies are shared with hundreds
of other third-party domains [40], [41].

5.2.3. Tracking Tags. Blocking third-party cookies render
tracking pixels embedded as image elements ineffective.
However, modern tracking tags relying on JavaScript can
still be used to track users in a first-party context [41].
These tags are often included in the main frame context of a
website by the developer, allowing pixel tracking companies
to monitor different user activities using first-party execution
privileges.

5.2.4. Navigational Tracking. A popular mechanism for
sharing identifiers is via link decorations as depicted in
Figure 5. Recent research has identified query parameters,
resource paths, and URL fragments being used for sharing
user data, such as first-party cookies and email addresses, on
more than 70% of websites [43], in absence of third-party
cookies or first-party partitioning. Besides link decorations,
bounce tracking is another navigation-based mechanism that
allows trackers to read/write their cookies across sites, ren-
dering third-party cookie blocking ineffective [44].

   
   news.com <mainframe>

   tracker.com <iframe>c2=abc
tracker.com

tracker.com server
c2=abc

tracker.com?c2=abc

Figure 5: Navigational Tracking

At a high level, a tracker’s goal is to momentarily surface
or visit its own domain in the browser’s first-party context,
because this lets it read and write identifiers that persist
in first-party storage. Figure 6 shows a typical bounce-
tracking sequence: ❶ A third-party script on news.com
reads first-party identifier(s) stored under news.com and ❷
includes them in the request to tracker.com. ❸ Browser
redirects to tracker.com—either by a user click or au-
tomatically (e.g., window.location.href="..."; or
a <meta http-equiv="refresh">). ❹ Once loaded
as a first party, tracker.com reads the identifier from
the URL or merges it with an existing cookie, rewriting the
URL to its final destination (e.g., back to news.com or a
different domain), embedding the consolidated identifier. ❺
The browser navigates to news.com; the tracker’s script
there extracts identifier from the decorated URL and ❻
stores it in news.com’s first-party storage, completing the
cross-context linkage (if redirected to same first-party) or
cross-site linkage (if redirected to a different domain).
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 news.com <mainframe>
   <script>
     q = document.cookie; 
     xhr.send(tracker.com?q);
   </script>c2=abc

tracker.com

tracker.com server
c1(123)=c2(abc)

GET tracker.com?c1=123

c1=123
c2=abc

news.com
cookie: "c2=abc"

REDIRECT news.com?c2=abc

Figure 6: Bounce Tracking

Bounce chains can involve two sites—news.com →
tracker.com → news.com, or longer—allowing the
tracker to propagate a stable user identifier across multi-
ple seemingly unrelated websites despite third-party cookie
restrictions. Due to potential usability disruptions and the
implementation of defensive measures, bounce tracking is
not widely pervasive [45]. Measurements in 2020 found that
11.6% of sites use one of the top 100 redirectors [46], and
in 2022 such identifiers were present in 8.1% of the crawled
navigations [47].

5.3. Defenses Against Stateful Tracking
Given the broad adoption of stateful tracking and its per-

ceived intrusive nature, numerous tracking countermeasures
have been proposed by the research community, some of
which have either been adopted by browsers or are available
to users through browser extensions.

5.3.1. Third-party Stateful Tracking Protections. Clear-
ing Cookies. Logically, a user could clear the cookies in
their browser at the end of each session to protect them-
selves from being tracked. However, browser cookie clear-
ing features do not typically clear all stateful mechanisms
provided to sites [27], [28]. For example, clearing cookies
often does not remove identifiers stored in browser storage
APIs localStorage [25], [48], IndexedDB [49], E-
Tags [48] and browser cache [50] A malicious tracker can
take advantage of this limitation by storing copies of their
tracking identifiers in locations that aren’t cleared by the
browser. Once a user clears their cookies, the tracker can
use that hidden information to “respawn” or reconstruct
the user’s identifier, creating a so-called “supercookie” or
“evercookie” [48], [51], [52]. The most publicized example
of supercookie was the Adobe’s Flash browser plugin that
provided no mechanism for browsers to clear its storage
[19], [51]. Any API that allows a tracker to persist state to
the user’s device is a potential supercookie vector [53]. Even
just a single bit of storage can be abused if a tracker is able
to string together multiple calls to an API, each encoding
another bit from the identifier. Samy Kamkar first demon-
strated how widespread this risk by encoding identifiers in
APIs like HTTP Strict Transport Security (HSTS), Web
Cache, window.name, and Web History [54]. Variants
of the same attack were also demonstrated later on other
browser APIs [55], [56], [57]. Ultimately supercookie risk
was the prime motivation behind the network and storage
partitioning efforts of Firefox, Chrome, and Safari [58], [59],
[60]. As of 2025, most browsers have blocked or partitioned
third-party access to stateful APIs, preventing those APIs
from being used to track users across websites.

Restrictions on Third-party Cookies. Browser vendors
attempt to block most third-party cookies [39] but leave
some exceptions to support non-tracking use cases such
as cookies that enable single sign-on (SSO), whose re-
moval may lead to website breakage [61]. Privacy-focused
browsers, such as Brave [62], apply the most aggressive
restrictions by blocking all third-party cookies by-default
and allowing third-parties to share a partitioned ephemeral
storage for the lifetime of the browsing session [63]. Among
the mainstream browsers, Safari [64] and Firefox [65] have
the most effective restrictions. Safari currently blocks all
third-party cookies unless the domain (eTLD+1) has been
visited by the user as a first-party or if the third-party
explicitly requests to use the cookies through the Storage
Access API [38]. It further relies on an ML model to
detect whether the domains with third-party access engage
in tracking and restrict their cookies if the user has not
interacted with the domain as a first-party in the last 30 days.
Firefox blocks third-party cookies from known trackers (as
determined by the Disconnect’s tracking protection list [66])
and also partitions third-party cookies, such that each first-
party and third-party origin combination has a separate
cookie jar [39]. Initially, following in the footsteps of Safari
and Firefox, Google Chrome [67] announced plans to block
all third-party cookies [68], which after several delays, it
decided not to proceed with [9]. Chrome currently offers
various tools for developers to manage third-party cookies,
including JavaScript APIs like the Storage Access API [69]
and cookie directives like the “SameSite’ attribute [70].
However, trackers may not adhere to or use these mecha-
nisms. Moreover, they have migrated to alternative tracking
techniques by circumventing existing protections.

Blocking Trackers. Filter lists are widely used by browsers
(e.g., Brave) and browser extensions (e.g., uBlock Origin)
to block third-party tracking requests. However, filter list
based ad or tracker blocking faces significant limitations: (1)
manually curated lists are maintained by small community
individuals and do not capture nuanced techniques. (2) as
lists grow in size, they contain outdated or too narrow entries
(e.g. 90% of EasyList rules are practically never triggered
[71]). (3) being static, trackers keep evading them. To over-
come these challenges, researchers have focused on building
ML-driven advertising or tracking request blockers [72],
[73], [74], [75]. AutoFR [75] proposes a fully automated
framework for filter rule creation and evaluation. While
AdGraph [72], WebGraph [73], and WTAGraph [74] treat a
webpage as a graph of HTML structure, network requests,
and JavaScript behavior of a webpage to train a classifier
for identifying and subsequently blocking advertising and
tracking resources. These approaches can generalize well to
discover previously unknown trackers and adapt to evolv-
ing tracking behaviours. Brave implements an AdGraph-
based ML solution (PageGraph) to detect and block track-
ers. Beyond network requests, another popular anti-tracking
method is to detect and block tracking scripts or JavaScript
code at different granularities such as domain or path-based
script blocking or function blocking within an otherwise be-
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nign script [71], [76], [77], [78], [79], [80], [81], [82], [83],
[84], [85].Adversarial trackers are incentivized to evade such
blocking (e.g. by changing script location or causing site
breakage), posing challenges.

5.3.2. Protections Against First-party Circumventions.
Restrictions on First-party Cookies. Unlike third-party
cookies, first-party cookies cannot be as easily blocked com-
pletely because it would break critical website functionality
such as maintaining login state. Therefore, they require more
targeted countermeasures as listed below.

Limiting the Lifetime of First-party Storage Written by
Tracking Scripts. Safari’s Intelligent Tracking Protection
(ITP) expires all first-party cookies or storage set by
scripts post no user interaction for 7 days [38]. To mitigate
workarounds that automatically overwrite cookies written
by scripts with HTTP cookies, Safari detects third-party
hosts cloaked under first-party subdomains using heuristics
applied to the first-party host’s CNAME and IP address [38].
Brave implements a limited version of this which caps the
lifetime of cookies set by scripts to 7 days [86].

Removing or Limiting the Persistence of Identifiers
Passed in URL Parameters. Several browsers remove URL
parameters known to be used by trackers. Firefox [87]
implements removal in a non-default mode, while Brave [88]
and DuckDuckGo [89] ship it by default. When URL pa-
rameters are removed on navigation, tracking scripts embed-
ded in the first-party context are prevented from accessing
tracking IDs across sites. Safari takes a different approach:
instead of removing tracking parameters, it limits the life-
time of script-accessible storage from 7 days to 24 hours
when ITP detects link decoration [38].

Limiting First-party Storage Set During a Bounce.
Bounce tracking not only circumvents third-party storage
protections but also allows unrestricted access to tracker’s
first-party storage. Browsers mitigate it by differentiating
between a legitimate visit to a site and a brief bounce
for tracking purposes. The fact that some authentication
flows appear similar to bounce tracking complicates it [44].
Brave and Firefox use blocklists to detect potential bounce
trackers, whereas Safari and Chrome use heuristics based
on site behavior as mitigations [90]. Firefox, Chrome, and
Safari delete all site storage for these domains unless there’s
an evidence of legitimate and recent user interaction with
the site; the definition of legitimate and recent varies by
browser [38], [90]. While Brave provides suspected bounce
trackers with access to ephemeral storage that’s cleared once
all tabs opened from that tracker are closed, so long as the
tracker doesn’t already have persistent storage set [91].

Blocking First-party Cookies. Privacy-enhancing exten-
sions support targeted deletion of known tracking cookies,
including first-party cookies, through a filter list [92], [93],
[94]. While the filter lists face aforementioned challenges,
they can also be automatically curated using a ML-based
approach [41], [95], [96].

6. Stateless Tracking
6.1. Browser Fingerprinting

Browser (or device) fingerprinting is a technique used
to collect information on users’ browsers and devices. By
using HTTP headers and calling specific JavaScript API
endpoints, a website can collect a wide range of information
on the browser and its configuration (e.g. browser version,
screen size, installed list of fonts, GPU model, timezone
and preferred languages) to the underlying operating system
and the hardware. Research has shown that the diversity
of Internet-connected devices is so vast that the combina-
tion of collected attributes can be unique, leading to the
identification of a specific device [97], [98], [99]. Figure 7
depicts how fingerprinting works. Analysis of real-world
fingerprints and entropy computations of all attributes have
revealed that some attributes contribute a lot more to the
uniqueness of users than others. Entropy [100] measures
the level of uncertainty or unpredictability in a dataset to
understand how varied its distribution can be. For example,
if a device’s screen size can have 8 distinct values, its
entropy is 3 bits. Unlike techniques described in Section 5,
fingerprinting: 1) does not rely on a stored state (i.e. ID)
in the browser to track a user as the fingerprint collection
is performed in real-time to identify a device; 2) is hard
to detect and block; 3) is also difficult to evade as users
keep the same device for months or years, resulting in stable
fingerprints over time.

   
   news.com <mainframe>

 tracker.com

   
   sports.com <mainframe>

 tracker.com

FP APIs

tracker.com server
user123

user123
re-identified

match?

share and store
fingerprint for the user123

Figure 7: Stateless Tracking via Browser Fingerprinting

Since the first academic work on browser fingerprinting
in 2009 [101], researchers have studied: its impact on pri-
vacy [97], use with other tracking techniques [52], its detec-
tion [102], [103], use in real world applications [104], [105],
abusable browser APIs [106], [107], [108], and user protec-
tions [109]. In 2013, fingerprinting was observed on just
∼1% of the top 10K websites [110] and ∼400 of the top 1
million websites [49]. Over the years, a variety of techniques
have been used to measure browser fingerprinting [27],
[28], [111], [112], with two general trends being: its higher
adoption by third-parties and its expansion to a diverse set
of browser APIs over the years. By 2021, fingerprinting
scripts were found to be present on 10% of the top 100K
websites, with more popular ones having a higher incidence
(i.e., 30% of the top 1,000) [102]. Importantly, browser
fingerprints are not always stable enough to track users over
time: 80% of browser instances change fingerprints in less
than 10 days [113]. Trackers not only link fingerprints as
they evolve, but also combine and persist them with stateful
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techniques, rendering effectiveness even in browsers that
partition third-party access to stateful APIs (Section 5.3). A
2022 study showed a lower bound on this by detecting it on
1,150 of the top 30K sites [52]. Other recent works indicate
that fingerprinting risks differ across demographics [114]
and that limiting the information contained in fingerprints
would not break the user experience [115].

6.2. Types of Fingerprinting
Besides browser fingerprinting techniques, researchers

have demonstrated numerous side-channel approaches to
track users. One such approach is extension fingerprint-
ing, aimed at inferring the presence of specific extensions
in user’s browser [116]. Early studies [116], [117], [118]
demonstrated how extensions contain specific resources
(e.g., images, scripts) that can be referenced by web pages,
thereby revealing their presence in the user’s browser. Re-
searchers have also explored behavioral extension finger-
printing [116], [119], [120], [121], [122], [123]—where an
extension can be implicitly inferred through executional
side-effects—and corresponding mitigations [124], [125]
such as randomizing WARs, IDs, or classes [126] and access
control based extension loading [127].

Apart from extension fingerprinting, prior works have
explored various browser-supported JavaScript APIs for fin-
gerprinting such as Canvas [128], WebGL [129], Audio
API [28], and the Battery Status API [130]. Sanchez-Rola et
al. further demonstrated how JavaScript APIs can be used to
construct a hardware fingerprint by analyzing the execution
timing of instruction sequences [131], while others have
demonstrated browser-based fingerprinting techniques that
target the device’s CPU [132], [133] or GPU [134]. Recent
research also demonstrates DRAM-based device fingerprint-
ing capabilities from the vantage point of browsers [135].
Hardware-related fingerprints have also been extensively
explored within the mobile ecosystem [136], [137], [138],
[139], [140], [141], due to the availability of additional
sensors (e.g., gyroscope, magnetometer) which can exhibit
unique hardware “imperfections” that occur during the man-
ufacturing process. More broadly, any browser mechanism
that extracts some form of data or affects client-side poli-
cies or behavior without storing a user-specific identifier,
should be treated as a potential stateless tracking vector and
analyzed accordingly [53]. Generally, side-channel attacks
are challenging to detect and could be equally difficult to
mitigate.

6.3. Need for Fingerprinting
Constructively, fingerprinting can be thought of as a

form of intrusion detection. Web applications can learn
about the browsing environment of their first-party users
and associate it with specific user identities [142]. For
example, a website can learn that the user Alice is using a
smartphone with specific dimensions or a desktop browser
with a specific kind of GPU. If Alice’s credentials are ever
stolen and an attacker attempts to login to that service, the
service can extract the attacker’s fingerprint, observe a major
difference against Alice’s fingerprints from prior sessions,

and request additional authentication data from the attacker
(such as a one-time password). The same techniques can be
constructively used to differentiate real users from malicious
bots, as well as attackers engaging in ad fraud.

Destructively, the same techniques that can identify user-
impersonating attackers and bots, can be turned against
users who wish to keep their identity anonymous. Using
fingerprinting, a web application may be able to determine
that a certain anonymous user is in fact eponymous, since
their browser fingerprint matches that of a known user on
the same platform. This undesired re-identification occurs
despite user’s attempt to hide by deleting their cookies or
using the browser’s private mode. In a cross-site context,
fingerprinting can be abused to link unrelated website visits
together, even when third-party cookies are disabled.

6.4. Defenses Against Stateless Tracking

Browser vendors consider fingerprinting as a form of
covert tracking that’s harmful to the web [143]. All major
browsers have deployed some mitigations against finger-
printing and the W3C encourages specification authors to
consider how their APIs contribute to the fingerprinting
surface of the browser [144]. Despite this, major browsers
continue to expose a significant amount of information that
can be used to fingerprint users. There is no optimal strategy
against fingerprinting as it often comes at the cost of user’s
utility. There is rather a disagreement between vendors on
the feasibility of completely mitigating fingerprinting and
the value of deploying incremental improvements without a
clear path to complete mitigation [145], [146].

The most common approach to mitigating fingerprint-
ing is the normalization of device information exposed by
browsers to reduce the utility of fingerprints. Browsers such
as Tor make all users appear to have the same fingerprint,
thereby making it hard to differentiate between them [147].
Whereas others introduce randomness so that a single user’s
fingerprint keeps changing from page load to page load,
complicating user tracking. These latter countermeasures are
easier to deploy across user populations and hence more
popular than the ones which aim to make all environments
appear identical. Browser vendors have reduced identifying
information exposed by APIs already shipped to the web,
have removed web APIs known to be abused for finger-
printing, and have declined to implement new APIs that
expose additional fingerprinting surfaces. Examples include:
freezing the minor browser version from the User-Agent
string [148], unshipping the Battery Status API due to being
fingerprintable [111], and WebKit and Firefox’s refusal to
implement the Network Information API, in part, due to
fingerprinting concerns [38], [149].

Web API normalization sometimes breaks websites that
expect to have access to device information. For web APIs
that can’t be normalized, browsers have added site-specific
randomized noise to the outputs of those APIs, for example,
noise added to the rasterized outputs of the 2D Canvas, to
WebGL renderings, and AudioBuffer samples from the
WebAudio API. Randomization was first deployed by Brave

8



under the name “farbling” [150], and was later adopted
by Firefox [151] and Safari [152]. Crucially, alternative
fingerprinting techniques can still be employed [153].

Besides changes to individual API outputs, browsers
have also explored approaches grounded in policy to dis-
courage fingerprinting. Mozilla released an anti-tracking
policy which forbids browser fingerprinting [154] and sub-
sequently blocked scripts from loading in Firefox when they
were detected to include browser fingerprinting code [155].
Google Chrome engineers proposed a Privacy Budget on
websites where websites would be allowed to access fin-
gerprintable device information up to a browser-defined
budget [156]. Once that budget is exceeded, the browser
would limit the further exposure of identifying information.
This approach was met with skepticism due to a likelihood
of website breakage and risk of exposing additional tracking
surface [145], [146], resulting in its discontinuation [157].
Thus, a lack of unified effort in the past decade to tackle
fingerprinting suggests that, as of now, there is no desire in
the tech community to remove it entirely.

7. Cross-device Tracking
Types of Cross-device Tracking. Cross-device tracking can
be deterministic or probabilistic [158], [159], [160]. Tra-
ditionally, user’s account information such as username or
email addresses have been used to link or associate browsing
activity across devices. When these deterministic identifiers
fail, for example, if the user is logged out, probabilistic
signals are used such as (a) IP addresses shared by multiple
devices belonging to the same user [161], (b) URL browsing
patterns since people tend to visit the same websites and
apps across devices [162], (c) OS and hardware characteris-
tics [129], or (d) typing behavior [163]. These features are
combined by trackers into cross-device graphs [164], [165].
Limitations. However, probabilistic techniques do not al-
ways provide a reliable identifier (e.g. ISPs dynamically
rotate and share public IP addresses across several house-
holds). As a result, trackers employ proprietary algorithms
to eliminate noise, such as ignoring commercial, private, and
proxied IP ranges from cross-device graph computations, or
setting fine temporal thresholds for observed identifiers to
be considered originating from the same user.
Regulation. To inform the ad industry of the privacy-
invasive nature of cross-device tracking, the FTC held a
cross-device tracking workshop in 2015 [166]. It also is-
sued warning letters to developers integrating Silverpush, an
ad network performing cross-device tracking via inaudible
ultrasound signals [167]. Various subsequent studies [133],
[168], [169] highlighted the invasiveness of this technique.
Defenses Against Cross-device Tracking. Deterministic
cross-device tracking protections are inherently limited by
user’s account login from different devices. On the other
hand, probabilistic cross-device protections are, principally,
the same as against traditional tracking, e.g., limiting the
disclosure of user data that could be used to correlate users.
On mobile devices, techniques have been introduced to inter-
cept, inspect, and block outgoing packets from apps [170].

With respect to the use of inaudible ultrasound signals,
efforts have pushed for the standardization of beacons and
OS-level APIs to better control access to the functionality
and selectively suppress certain frequencies [168].

8. Measurement Methodologies
8.1. Crawling Measurements

Web crawling with instrumented browsers is the most
common approach to measure online tracking. Browser in-
strumentation can take two forms: out-of-band or in-band.
Out-of-band, or deep instrumentation, modifies directly the
browser or JavaScript engine. In contrast, in-band lever-
ages instrumentation hooks, like prototype patching, at the
JavaScript level to overwrite functionality of interest.
User Agent. Most measurements require a browser support-
ing modern web features. Simplified user agents which do
not execute JavaScript or have incomplete support for web
APIs can be appropriate for targeted measurements [171].
Automation Frameworks with Instrumentation Hooks.
To drive full consumer browsers, researchers rely on au-
tomation tooling built for website and browser testing: e.g.,
Chrome DevTools Protocol (CDP) for Blink-based browsers
and Marionette for Gecko-based browsers. These internal in-
terfaces are used by cross-browser automation libraries like
Selenium or Puppeteer [172], [173], [174]. Many researchers
make direct use of these libraries, while several projects
which bundle full browser automation with additional instru-
mentation and measurement tooling also exist [28], [175],
[176], [177], [178].
Deep Instrumentation. Many attempts have been made
in leveraging deep instrumentation for security-related web
measurements [49], [179], [180], [181], [182]. The funda-
mental problem is that the browser evolves rapidly, ren-
dering research prototypes obsolete quickly, as maintaining
the patches is difficult or impossible [182]. Two major
efforts try to overcome this limitation: VisibleV8 [183] and
PageGraph [184], [185]. PageGraph is maintained directly
by the Brave Browser team, making it the only deep instru-
mentation framework that has browser support. VisibleV8 is
designed so that its patches are minimal (67 lines of code
for the actual JavaScript monitoring) and has been successful
in providing builds from Chromium 63 to 137 (version at
submission time) with minimal effort [183], [186]. A major
benefit is that deep instrumentation is agnostic to what needs
to be monitored: all web APIs can be hooked, even when
not knowing the responsible APIs beforehand [107].
Stealthiness. A significant threat to the validity of active
web measurements is the ability of websites to detect
crawlers and instrumented browsers. Upon detection, web-
sites may block crawlers or alter their behavior (a practice
known as cloaking) [187]. Automation frameworks often in-
ject detectable artifacts in the JavaScript context or alter the
user-agent string. Researchers may need to deploy further
evasion techniques [188] to avoid differential treatment.
Site lists. Top lists of popular websites are published by
several sources based on different methodologies: Alexa Top
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Million [189] (now deprecated), Cisco Umbrella Popularity
List [190], Majestic Million [191], Tranco [192], Google
CrUX [193], or Cloudflare Radar [194]. Their use as a proxy
to study websites and real users’ behaviors has raised some
skepticism in the past as these lists can be unstable, incon-
sistent, and prone to manipulation. Moreover, the choice of
top list can sometimes impact research findings [192], [195].

Existing Crawl Datasets. Another strategy is to lever-
age existing web crawl datasets. Nonprofit organiza-
tions and community-driven projects such as the Inter-
net Archive [196], Common Crawl [197], and the HTTP
Archive [198] routinely crawl websites and publish their
data openly.

Limitations. Representativeness and generalizability issues
arise due to bot detection measures [199], measurement
vantage points [200], device form factors [201], [202] and
potential differences in results obtained from crawls versus
real browsing by humans [203]. Directly related, studies are
often very difficult to reproduce and replicate as differences
in methodologies and experimental setups are not always
fully documented by researchers [204], [205].

8.2. User Studies
In practice, user studies can take multiple forms; they

can be conducted through usability surveys or interviews,
or be based on data collected from real users through field
measurements, crowdsourcing, or direct collection through
a browser extension or application. As an example, the
National Internet Observatory [206], [207], [208], [209], a
nascent effort, invites US residents to volunteer data about
their online behaviors and allows privacy-preserving access
to researchers for scientific studies. With these techniques,
researchers have mostly investigated participants’ compre-
hension, perception, and interaction with respect to cookie
dialogs [210], [211], [212], [213], [214], [215], [216]. They
typically study and compare different consent dialog de-
signs, finding that many current designs effectively nudge
participants towards more privacy-preserving options [211],
[212]. These studies also recommend that consent choices
be reject by default and that users should be able to easily
revisit choices they have made [213], [217].

9. Privacy Regulations

Regulatory Actions in the US. In the US, states enact
their own privacy legislation and only a few narrow privacy
laws exist at the federal level, notably for children’s personal
data (COPPA) [218], protected health (HIPAA) [219], and
personal financial (Gramm–Leach–Bliley Act) [220] infor-
mation. Thus, apart from mandatory provisions, the notice
and choice principle—generally implemented via privacy
policies—governs what a recipient of personal information
can do with it [221]. Research has surveyed this princi-
ple [222] and has shown that it suffers from a lack of
regulatory enforcement [223], vagueness and ambiguity of
notices [224], unusable choice implementations [225], and
nudging and inconvenience factors [226].

Under its jurisdiction, the FTC can consider privacy
policies that misrepresent a business’s data handling prac-
tices as unfair or deceptive, affecting commerce per 15
U.S.C. §45(a)(1) [227], and has done so in the past [228],
[229]. With such enforcement actions over the last few
decades, the FTC has effectively created a body of common
law of privacy [230]. Similarly, state attorneys general also
increased their regulatory activity based on new state privacy
laws: California passed the CCPA in 2020 and CPRA in
2023, soon followed by other states as depicted in Figure 8.
The systematization and enforcement of privacy laws in the
US (and elsewhere) is advancing, though recent changes to
the CCPA via the CPRA may negatively impact the usability,
scope, and visibility of the right to opt-out of sale [231].

Regulatory Actions in the EU. Several EU states estab-
lished the first data protection laws in late 1970s [232],
[233], [234], followed by the EU Data Protection Directive
in 1995 [235], and the GDPR applicable to all EU member
states in 2018 [236]. Personal data transfers from the EU
to the US are currently regulated by the EU–US Data
Privacy Framework [237] that replaced prior invalidated
frameworks [238], [239], [240], [241]. The ePrivacy Direc-
tive (2002, amended in 2009) requires in its Article 5(3)
a valid user’s consent before “storing of information, or
the gaining of access to information already stored, in the
terminal equipment” [242], [243]. The GDPR re-defined this
notion by setting higher-level legal requirements [244]. As
efforts to update the ePrivacy Directive into a Regulation
have not reached a consensus so far [245], EU regulators
continuously update their national laws and compliance
guidelines to further interpret and implement the ePrivacy
Directive [216].

Therefore, Article 5(3) of the ePrivacy Directive was
interpreted in different ways to (a) require consent before
cookies are set, read, or sent to third-parties, (b) establish
that consent is not required for all tracking technologies if
their use is “strictly necessary” (e.g., for load balancing) or
needed for “enabling the communication”, and (c) cover
various types of devices (such as mobile and IoT) and
technologies (tracking pixels, link decoration) [246]. EU
regulators have also been actively investigating tracking
technologies, consent, and malpractices. In the Planet49
case, the highest court in the EU (CJEU) established legal
precedent by declaring pre-ticked boxes in consent design
interfaces illegal [247]. Similarly, the French Data Protection
Authority found that consent banners must offer a reject
option on the first layer [248], [249], and companies were
fined for setting cookies prior to consent [250], [251] (for
more decisions, see GDPRhub [252]).

In recent years, the EU Commission tried to establish
simpler consent rules [253], and EU laws, such as the
Digital Markets Act [254] and Digital Services Act [255]
have set up additional rules on valid consent for major
companies (defined as “gatekeepers”) and for dark patterns
and advertising on online platforms, respectively.

Policy-oriented Solutions. Several attempts were made at
implementing opt out and consent signals for users to com-
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Figure 8: Timeline of major technical and browser-specific changes with regulation overview in the EU and US.

municate their privacy preferences to services. However, the
adoption and enforcement of such signals by both senders
and recipients is an unresolved coordination problem [256].
Platform for Privacy Preferences Project (P3P) [257],
[258], [259] enabled websites to communicate their privacy
practices to users in a standardized and fine-grained format.
Nonetheless, its utility was limited by the low number of
sites that were adopting it [260] and those implementing it
correctly and transparently [261], [262].
Do Not Track (DNT) [263], developed in 2009 as a binary
opt out signal, also saw its adoption to remain low. Indeed,
COPPA, which influenced the design of DNT, only requires
online services to say whether or not they respect it [264].
Global Privacy Control (GPC) [265] can be viewed as
a successor to DNT. While people find GPC useful and
usable, adoption is slow [266], [267], despite GPC com-
pliance being required in California (2021) [268], [269] and
Colorado (2024) [270]. Whether GPC can be applicable in
the EU within ePrivacy and GDPR context, is still an open
discussion [271].

Policy-oriented protocols and frameworks remain in
early stages, as evidenced by the Data Rights Protocol [272]
and industry consent frameworks [273].

10. Discussion & Future Outlook

10.1. Stateful Tracking

Shift to First-party Cookies & Cookie Partitioning.
Nearly half of the top most visited websites already use
first-party tracking cookies. We expect this trend to continue
with further adoption of third-party tracking restrictions,
content-blocking tools, and partitioning. Cookie partitioning
is a method by which cookies are siloed or “partitioned”
according to the context in which they are set, effectively
restricting browser-based storage to remain strictly tied to
each visited site, making it more difficult to link user
identities and behaviors across different sites. Nevertheless,
partitioning is best viewed as one step in a need for a broader
set of privacy measures: trackers can still use fingerprinting
and first-party scripts embedded on individual domains.

Open Problem: In a world without cookies, what
alternative forms of user tracking might emerge that
could increase privacy risks, and how might these risks
manifest—for example, in light of Chrome’s recent de-
cision not to deprecate third-party cookies anymore?

More Reliance on First-party Data & Identity Graphs.
As restrictions are being put in place on third-party cook-
ies, websites now lean on a handful of major identity
providers (e.g., Google / YouTube, Facebook / Meta, Apple)
who, through their position of gatekeepers, can authenti-
cate users while quietly attaching persistent, service-specific
identifiers. Many platforms further fuse this stream with in-
house “first-party” and offline data such as loyalty-card and
point-of-sale data, constructing proprietary identity graphs
that map a single user (or household) to multiple browsers,
apps, and physical transactions. While these integrations
help publishers measure conversions and personalize content
under tighter browser policies, they also concentrate behav-
ioral insight in a few dominant actors and erode users’ abil-
ity to maintain separate or pseudonymous personas, raising
fresh antitrust and privacy challenges [274], [275], [276].

Open Problem: How can we detect or infer opaque
server-side data flows, reveal what information is shared
server-side, and quantify its privacy risks?

Tracking Tags. A tag from a given pixel tracking company
can be configured in many ways depending on the distinct
user behaviors websites want to track. As a result, detecting
the mere presence of tracking pixels is not enough, and it is
crucial to detect all JavaScript-based tracking tags embedded
on a website, and study their tracking configurations to truly
understand the tracking capabilities of such tags.

Open Problem: How are tracking tags configured dif-
ferently, and what impact do these differences have on
tracking behavior?

Session Replays. Session replay (or recording) scripts cap-
ture detailed user interactions such as keystrokes, mouse,
and scrolling movements, along with the full content of the
visited pages. This allows publishers to record and playback
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visits as if they are “looking over [visitors’] shoulders”, for
purposes including marketing, analytics, and troubleshoot-
ing [277]. However, these scripts can also capture sensitive
personal data filled out by visitors [278], [279], [280], while
redaction measures offered by session replay vendors are
often fragile and limited in effectiveness [278], [281].

10.2. Stateless Tracking

Paywalls to Force Users to Remain Recognizable. To
avoid limitations imposed by ad blockers [282], some web-
sites use paywalls or registration walls that require user au-
thentication (and often payment information) before grant-
ing content access. This tactic may reduce users’ motivation
to block cookies or browse privately, it also requires users to
remain “recognizable”, giving website operators a reliable
identifier that persists across sessions and is more robust
than third-party cookies. While paywalls may support le-
gitimate revenue models—especially for publishers facing
declining ad revenues—they also create an environment
where anonymity is traded for access. Consequently, if
paywalls become more pervasive, it may be hard for privacy-
conscious users to avoid sharing their personal data online.

Open Problem: How do publishers leverage paywalls
to build and enrich first-party profiles, and how do
they associate authenticated user identities with online
behaviors (e.g., shopping) to enable targeted advertising
within their own networks?

Server to Server Data Sharing To circumvent ad block-
ing techniques, trackers have been shifting part of their
tracking logic from client to server-side [283]. Companies
like Google, Meta, Amazon, or TikTok have deployed so-
called conversion APIs that, along with data clean rooms,
allow marketers to perform joint analysis of their own data
with the one held inside these walled gardens in a privacy-
preserving way. But, server-side tracking is hard to audit
as APIs and signals become undetectable by client-side
mechanisms [284], yet, an analysis of Meta’s conversion
API found it to be comparable to client-side tracking, albeit
with more false matches when minimal data is shared [285].

Open Problem: How does server-side tracking work,
how can it be effectively detected and mitigated?

10.3. Browser Fingerprinting
Real World Impact. Prior studies on fingerprinting diver-
sity have been carried out on datasets with a wide range
of sizes; 470k [97], 118k [98], 2.07M [99], 7.2M [286],
and 1.5B [105] fingerprints. As a result, conclusions are
varied with smaller datasets having more unique fingerprints
globally and largest ones presenting proportionally more
unique values for specific collected attributes. Thus, it is still
unclear if these findings about fingerprinting effectiveness
hold across different audiences and device types [114]. A
recent work also suggests automated crawls to not accurately
capture fingerprinting [287]. Additionally, if existing work

explain how fingerprinting can be leveraged for tracking and
additional security, real purposes and integration within live
systems are not well understood.

Open Problem: What is the real impact of fingerprinting
at scale, on vulnerable populations (e.g., minorities, chil-
dren, marginalized), and paired with other techniques?

Intent of Fingerprinting. A main challenge with finger-
printing is that the same techniques can be used for very
different purposes by websites; (re-)identify users across the
web allowing cross-site tracking and targeted advertising,
but also differentiating between a bot and human visitor
trying to authenticate into an account. This duality in use
has hindered attempts at only allowing fingerprinting for
“benign” purposes, i.e., to ensure security, while also pre-
serving users’ privacy.

Open Problem: “Good” vs. “Bad” fingerprinting: can
we determine the intent of fingerprinting and block only
tracking use cases while allowing benign ones?

Stronger Hardware Fingerprinting Signals. With the
growing restrictions on client-side identifiers, trackers in-
creasingly turn to hardware-level attributes to (re-)identify
users without relying on persistent cookies or local storage.
Unlike conventional browser attributes (e.g., User-Agent,
language settings, or installed fonts), hardware-oriented fin-
gerprints (e.g., signals originating from CPU and RAM
imperfections during manufacturing) are more difficult for
users to spoof or reset, as they tap into the intrinsic prop-
erties of a device’s components [135]. Hardware finger-
printing allows trackers to maintain cross-session and cross-
site tracking capabilities—potentially circumventing exist-
ing browsers’ privacy measures and users’ evasion strategies
to block or partition stateful identifiers.

Open Problem: How can we effectively detect and
prevent low-level hardware-based fingerprinting?

A Possible End to Browser Fingerprinting? Browser
fingerprinting is largely enabled by the information that
browsers share to improve user experience. While this was
necessary in the 1990s, as browsers functioned and could
render the same HTML document differently, nowadays
browsers all strictly adhere to the same set of standards
and rendering is consistent across devices and platforms.
Thus, one can ponder if it is still relevant for such infor-
mation to be passed along and if getting rid of it would
effectively end browser fingerprinting. The main challenge
is to understand the exact impact this removal would have
on the web. On the client side, it appears that User-Agent
could be retired with minimal website breakage [115], but it
is unknown it this conclusion extends to other attributes or
if specific browser changes are needed. On the server side,
when Google launched their initiative to freeze the User-
Agent [148], concerns were raised about negative impact
for anti-fraud and programmatic advertising systems.
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Open Problem: Can the web function if browsers limit
collection of device- or user-specific information?

10.4. Measurements & Automation
Efforts such as HTTP Archive [198] or WebREC [205],

that archive results of crawls and share publicly their
datasets, may provide some technical solutions to make
web measurements more accessible and reproducible in the
future. Regarding technical measurement gaps that remain
to be filled, we observe the need for automated frameworks
to monitor web API changes and detect emerging side-
channel fingerprinting risks in browsers for timely mitiga-
tion. Also, we need to better understand the purposes and
legitimate uses of different tracking technologies [288]—
on the model of CookieBlock [95] that mapped cookies to
their purposes—to enable compliance measurement at scale.
Specifically, this would be required to separate fingerprinting
techniques used for tracking versus bot detection.

Open Problem: What further steps are needed to foster
accessible and reproducible measurements, and develop
tools that automatically assign the purposes of trackers?

10.5. Regulatory Compliance
Various studies have shown that many websites’ actual

behaviors are not compliant with their own privacy poli-
cies [289], [290], or do not respect or register users’ consent
correctly [210], [217], [291], [292], [293], [294], [295],
[296].

Open Problem: While the existing focus is on privacy
policy and consent, other types of compliance (e.g., EU-
US data transfer laws) is understudied.

Multiple reasons can explain such low compliance rates.
First, a lack of incentive or knowledge of website pub-
lishers who do not consider privacy compliance—except
when legal requirements or respective guidelines exist [297],
[298]—when integrating third-parties that may use dark
patterns [299], [300]. Second, the enforcement power and
legally-binding decisions of the regulators who may not have
the required manpower, financial resources, and dedicated
technical departments [301] to investigate that websites are
compliant not just “at the surface” [302]. Additionally, the
usable privacy community is not always aware of regulatory
requirements and does not always study designs and UI dark
patterns that are meaningful for regulators [216]. Finally,
third-parties escape legal responsibility as current laws often
place the main compliance obligations on website own-
ers [303] even though studies identified problems around
default configurations of third-party services [304], [305].

Open Problem: How to reconcile technical compliance,
regulatory requirements, website publishers’ incentives,
third-party services responsibilities and users’ expec-
tations? How to show the viability of browser-based

consent mechanisms, ensure their legal robustness, and
enable effective enforcement?

10.6. Evolving role of browsers

In Preventing Tracking. While most modern browsers ship
tracking countermeasures, passive fingerprinting (relying on
IP address, HTTP and Accept headers, User-Agent, etc.)
remains a stealthy tracking mechanism [144], [285], [306].
In order to curb it, browser vendors reduced the infor-
mation available in the User-Agent header [307], [308],
[309]. Concurrently, Chrome developers introduced an un-
gated JavaScript API [310], [311] and HTTP-based opt-in
method to expose the now redacted by default features [312].
However, research revealed that advertising and analytics
scripts commonly access and exfiltrate these high-entropy
user agent details [115], [313]. In 2021, Apple released
Private Relay, a paid iCloud feature that routes web traffic
through two intermediate servers [314]. Researchers found it
to be vulnerable to flow correlation and website fingerprint-
ing attacks [315]. As part of the Privacy Sandbox project,
Google proposed—but did not yet implement—a similar
feature called IP Protection, where only traffic to third-party
origins is routed through two hops [316].

Open Problem: What adaptive measurement, monitor-
ing and disclosure methods can be developed to stay
ahead of, and ultimately neutralize, the next-generation
tracking tactics?

In Privacy-preserving Advertising. The inherent tension
between personalized advertising and user privacy has mo-
tivated various academic proposals aimed at balancing these
competing interests [317], [318], [319]. Similarly, browsers
have frequently struggled to reconcile tracking protection
with advertisers’ interests. Mozilla’s 2013 attempt to block
third-party cookies by default was strongly opposed by ad-
vertisers [320], a reaction echoed when Apple implemented
Safari’s Intelligent Tracking Prevention (ITP) in 2017 [321].
Google’s subsequent decision in 2019 to integrate tracking
protection into Chrome explicitly acknowledged the need to
maintain advertiser support [68], [322]. As a result, browsers
have increasingly adopted strategies for privacy-preserving
advertising technologies. Mozilla experimented and demon-
strated viability of on-device personalization [323]. Google
and Apple similarly complemented their tracking protec-
tions with new APIs supporting advertisers. By 2024, all
major browser vendors actively contribute to advertising
API development within the W3C’s Private Ad Technology
Community Group (PATCG), chartered in 2021 [324]. These
APIs generally fall into two categories: ad measurement
and ad targeting. While these proposals promise enhanced
privacy without compromising advertiser utility, evaluations
of Google’s FLoC (now deprecated) [325], [326], [327],
Topics [328], [329], [330], [331], [332], Protected Audience
(FLEDGE) [333], [334], [335], User-Agent APIs [115],
[313], and Apple’s Private Click Measurement [336] reveal
significant privacy limitations. Issues include insufficient
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anonymity guarantees, new fingerprinting vectors, flawed
implementations, and potential fragmentation due to incon-
sistent browser support [276].

Open Problem: What novel problems and opportuni-
ties do privacy-preserving advertising technologies bring
with respect to security, privacy, and autonomy?

10.7. Tracking in Other Ecosystems
While our focus was on web tracking, similar tracking

mechanisms also exist in mobile apps and IoT ecosystems—
using often a richer set of sensor information available
via operating system APIs rather than web APIs. Some
key differences and similarities exist: where web tracking
relies on cookies, app tracking has access to device-level
identifiers such as the the Ad ID (known as “IDFA” on iOS,
“AAID” on Android, or “TIFA” on Samsung Smart TVs),
additionally vendors may make different design choices
across ecosystems. For instance, while Apple’s Safari blocks
third-party cookies by default, iOS instead asks permission
to give access to device-level identifier. In the meantime,
Google’s Chrome and Android-based operating systems do
not block by default third-party cookies or device-level
identifiers, respectively.

Open Problem: As web and app platform capabilities
and policies evolve differently, how do tracking mecha-
nisms and protections diverge across the ecosystems?

Open Problem: If cross-device tracking is understood
theoretically, characterizing its occurrence in practice
and defending against it requires more systematic efforts.

10.8. Generative AI
Generative AI models are already being deployed

to improve ad targeting [337] and contextual advertis-
ing [338]. Moreover, while generative AI deployed in web
browsers [339] or as browser assistants [340] may enable
novel capabilities, it may also amplify the harms (e.g.,
privacy risks) or create new attack surfaces [341]. Browsers
have a key role in ensuring security and privacy of novel
AI integrations.

Open Problem: How will browsers manage the tension
between the responsible use of generative AI and its
potential for amplifying personalization, and thereby
privacy risks?

11. Conclusion

Decades after its introduction, web tracking still re-
mains an archetypal cat-and-mouse game. Each incremental
defense—whether a new browser policy or a regulatory
ruling—quickly provokes an equally sophisticated evasion
technique to track users. This adversarial dynamic shows

that purely reactive approaches cannot deliver privacy guar-
antees for online users.

Regulations alone are insufficient – data protection
statutes such as GDPR and CCPA have tightened account-
ability, yet such enforcement lags the speed of technical
changes in evolving tracking mechanisms. Moreover, track-
ers often find tolerated gray zones to bypass regulations.
As a result, enforcement frequently stalls on jurisdictional
or interpretative disputes. There is a need for regulators
to incorporate agile, evidence-driven auditing methods by
collaborating with the measurement community to avoid any
oversight and to ensure that regulations evolve competitively
with the technical reality.

On the other hand, while browsers are powerful gate-
keepers, they provide an unreliable line of defense. Default
protections vary widely across browser vendors, experimen-
tal features sometimes ship years after the issues are iden-
tified, and commercial incentives often result in more per-
missive designs. Future research must therefore look beyond
“fix it in the browser” remedies and explore complementary
approaches that truly safeguard user’s privacy.

Thus, while browser-based protections and policy-driven
changes are effective to some extent, current tracking land-
scape demands a default privacy-first solution where users
can control their privacy as opposed to browsers or regu-
lators. This SoK highlights this by summarizing important
findings in the evolution of web tracking and its prevention
across the years and suggesting key future directions. Our
hope is to aid informing the research community on what
is novel and important to focus on in order to improve the
state of user’s online privacy.
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