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Abstract
Minoritised ethnic people are marginalised in society, and
therefore at a higher risk of adverse online harms, including
those arising from the loss of security and privacy of personal
data. Despite this, there has been very little research focused
on minoritised ethnic people’s security and privacy concerns,
attitudes, and behaviours. In this work, we provide the results
of one of the first studies in this regard. We explore minori-
tised ethnic people’s experiences of using essential online ser-
vices across three sectors: health, social housing, and energy,
their security and privacy-related concerns, and responses to-
wards these services. We conducted a thematic analysis of 44
semi-structured interviews with people of various reported
minoritised ethnicities in the UK. Privacy concerns and lack
of control over personal data emerged as a major theme, with
many interviewees considering privacy as their most signif-
icant concern when using online services. Several creative
tactics to exercise some agency were reported, including se-
lective and inconsistent disclosure of personal data. A core
concern about how data may be used was driven by a fear
of repercussions, including penalisation and discrimination,
influenced by prior experiences of institutional and online
racism. The increased concern and potential for harm resulted
in minoritised ethnic people grappling with a higher-stakes
dilemma of whether to disclose personal information online
or not. Furthermore, trust in institutions, or lack thereof, was
found to be embedded throughout as a basis for adapting be-
haviour. We draw on our results to provide lessons learned
for the design of more inclusive, marginalisation-aware, and
privacy-preserving online services.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2025.
August 10–12, 2025, Seattle, WA, United States.

1 Introduction

Online systems are promising innovations in digital services
and often praised for their ability to offer the public greater
control and added convenience in managing their day-to-day
lives. Despite the benefits, user-centred research in various
fields of enquiry has shown the public remain cautious and
fearful about the effects of increased digitalisation on pri-
vacy and security [15]. Data privacy concerns in this context
include apprehension about the excessive collection, aggrega-
tion, sharing, and use of personal information. Such concerns
are interwoven with security concerns which range from wor-
rying about loss of access to one’s data, services and devices,
to the fear of confidential data about one’s affairs being com-
promised. These concerns are often exacerbated by usability
and accessibility issues within online services. This results in
some people becoming reluctant to engage with online ser-
vices, and in some cases choosing to withdraw from engaging
with services entirely as they become ‘digital by default’ [34].

Minoritised ethnic people are one of the groups that emerg-
ing evidence suggests are refusing and withdrawing from
online services due to prior experiences and concerns related
to racism, lack of trust towards institutions and digitalisation,
and privacy and security concerns [43]. However, there is
still a lack of understanding in the literature on how experi-
ences of “race”, racism, and ethnicity affect people’s privacy
and security-related attitudes and behaviours. It is therefore
important to understand why particular users are concerned
about the risks of harm, or refuse adoption and use of technol-
ogy altogether, in order to protect their privacy and security.
This will help service providers, designers, developers, and
policymakers gain a better understanding of the underlying
factors affecting users’ confidence and trust in essential online
services and ensure their designs are user-centred.

We note that this paper uses the term ‘minoritised ethnic’
people, as it is more commonly used in the UK context by
communities, policymakers, and third sector as a generalised
term to refer to people who are often adversely racialised by
social processes of power. Racialised people are historically
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and structurally ‘minoritised’ and are oppressed by systems
of power that perpetuate inequity and subjugation, based on
their skin colour, cultural or religious practice [40]. This term
recognises that individuals have been minoritised, as opposed
to being just distinct statistical minorities, as many minoritised
ethnic people in the UK form part of wider global majorities.
We acknowledge the limitations of a single term however, and
seek to avoid homogenising the differences within and be-
tween peoples’ ethnicities, heritages, and identities. However,
we recognise there are commonalties and shared experiences
of being racialised, marginalised, and “other-ed” by ideolo-
gies of “race” and racism in the UK context.

In privacy and security research, there has been ac-
knowledgement of the need to consider the experiences of
marginalised users when designing digital services [52]. In the
same vein, Wang argues for ‘inclusive privacy’, which centres
the design process around users with various characteristics,
abilities, needs, and values, who are often under-served [54].
There have been several works studying users marginalised
by their disability, gender, and sexual orientation. Privacy and
security concerns and behaviours of people with visual im-
pairment and the lack of technology accessibility to address
such concerns is one of the better studied areas in this field
(see, e.g., [2], [18], and [27]). Another group that has received
some research attention in this area is people with cognitive
impairment (see, e.g., [13] and [38]). Groups marginalised due
to their gender identity and sexual orientation have been the
subject of multiple studies as well (see, e.g., [16], [36], [32],
and [12]). However, minoritised ethnic users are particularly
understudied in this regard, but necessary to include for the
purpose of inclusive design and research.

Furthermore, there is currently a lack of understanding of
how the social context of data and the experience of racism
interacts with attitudes towards privacy and security of digital
technology. This is an important gap to address because the
negative impact of privacy and security issues are arguably
more severe for minoritised ethnic people who are already
marginalised and racialised in society. Thus, any unwanted
leakage of personal data such as ethnicity, or proxies for eth-
nicity, e.g., name, may lead to more adverse harms and further
social and economic exclusion that exists because of systemic
racism and marginalisation. Srinivasan et al. highlight that
marginalised groups face disproportionate barriers because
of varied levels of digital literacy, access to devices, linguis-
tic or cultural differences, and skills and confidence of using
technology to achieve specific tasks [49]. Islam et al. echo
many of these issues in the context of digital healthcare in
the UK and find digital precarity, including inadequate access
to devices, internet connectivity and digital literacy skills as
major barriers for minoritised ethnic people [28].

There is also an empirical gap, as minoritised ethnic people
are an understudied cohort in privacy and security research.
More broadly, across disciplines where research with such
groups has been undertaken, existing studies often incur chal-

lenges in terms of recruitment and accessibility of language
translation. But studies that focus on the impact and experi-
ences of systemic racism, and how it affects people’s inter-
actions with technology, are rare. Moreover, while existing
studies typically provide some general understanding through
survey approaches, they unfortunately offer less nuanced in-
sight into people’s attitudes, experiences, and behaviours.

In this paper, we offer an in-depth analysis of data collected
through individual interviews with 44 minoritised ethnic peo-
ple in the UK. This addresses important and empirical gaps as
few existing studies have focused on the lived experiences of
minoritised ethnic communities in the UK. The research ques-
tions guiding this focused analysis were to examine the secu-
rity and privacy related concerns, the behavioural responses to
these concerns, and the root causes of such concerns among
minoritised ethnic people interacting with essential online
services. We were especially interested in how concerns and
responses may be relevant to being a racialised minority.

Our approach to this study draws on experience in social
science research, particularly on racism, lived experience of
minoritised ethnic people, and use of qualitative and partici-
patory research. This is combined with experience in security
and privacy research in computer science, especially human
factors in security and privacy, to develop this paper. This col-
laborative, cross-disciplinary approach allowed the authors to
draw from a richer repertoire of literature and aim to provide
a more holistic analysis which centres the lived experience of
people who are ethnically minoritised in society.

Our study focuses on minoritised ethnic people’s experi-
ences of online services in three specific sectors in the UK,
and particularly in England and Scotland: health, social hous-
ing, and energy. These represent three essential services that
vastly differ in their delivery model. The healthcare system
in the UK, known as the National Health Service (NHS),
constitutes a public service that is delivered at the national
level (particularly relevant to our study are NHS England and
NHS Scotland). Healthcare services have been severely under-
funded in the past few decades and inequalities in the UK have
been deepened in this context, leading to increasing levels
of poverty and destitution, of which some minoritised ethnic
groups, disabled, and social housing renters are facing higher
rates [29]. Social housing, while still a public service, is man-
aged at the local government level and hence service practices
vary greatly between different areas. The energy ecosystem
is quite complex, but for consumers, although there are mea-
sures by the government to control prices, the provision of
energy services, including gas and electricity, is privatised
in the UK. All three sectors are essential to people’s liveli-
hoods, making it all the more pertinent to investigate as these
services are increasingly digitalising aspects of their delivery.

Yet, people’s online experiences, sense of trust, and fear
of security and privacy-related harms cannot be necessarily
compartmentalised based on which service is being provided,
as it is still situated within a wider social context where power,
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racial profiling, bias, and discrimination is persistent. For mi-
noritised ethnic people, the potential for digital discrimination
is concerning and was expressed by participants in this re-
search. We also discuss wider themes related to trust to argue
that what happens offline and prior experiences of racism and
discrimination can influence perceptions of trustworthiness
and affect online behaviours.

2 Literature Review

Given the disproportionate harm marginalised people expe-
rience when their privacy is violated, a growing need has
been felt to represent their voice and perspective in security
and privacy research. However, the literature remains lim-
ited in understanding the experiences of such groups. We
examine some of the related work that considers security and
privacy concerns and practices of marginalised groups, specif-
ically focusing on literature examining ethnicity as a direct
or indirect marginalisation factor. Recognising the inherent
cross-disciplinary nature of the topic, we review literature
across various disciplines in computer and social sciences.

Unequal Privacy. Several studies provide evidence for an
“online privacy divide”, showing significant disparities in pri-
vacy concerns and behaviours between different socioeco-
nomic and demographic groups (see, e.g., [17]), including
between people of different ethnic backgrounds [35]. The
root causes of this divide based on “race” have been exam-
ined by Reichel [44] and Fullenwieder and Molnar [23].

Reichel’s examination of privacy rights, “race”, and class
critically analyses how privacy rights are distributed unevenly
across “race” and class in capitalist societies [44]. By examin-
ing examples such as disparities between encryption options
across devices, the author argues privacy rights reflect and fur-
ther reinforce existing power dynamics in society, which serve
the interests of dominant, privileged social groups, while oth-
ers, especially racially and economically marginalised groups,
are subjected to systematic surveillance. Hence, showing that
“race” plays a crucial role in how privacy is distributed.

Fullenwieder and Molnar critique the notion of privacy
rights for collectives of people who experience systemic in-
justice [23]. The authors critique liberal privacy frameworks,
arguing how privacy can be used to facilitate systemic vio-
lence under the guise of protecting survivors’ confidentiality.
While the notion of individual privacy rights is empowering,
these frameworks are argued to be ill-suited for addressing
collective indigenous experiences and histories.

The limitations of individualistic privacy notions have been
further highlighted by others. Masur et al. argue that indi-
vidualised conceptualisations often view people uniformly,
ignoring their social, political, and economic power differ-
ences, whereas structurally marginalised groups, e.g., people
of colour, immigrants, and religious minorities, experience

privacy differently from privileged individuals [37]. This un-
equal experience of privacy is also discussed by Gangadha-
ran who argues that digital inclusion without privacy safe-
guards can reinforce historical patterns of inequality, par-
ticularly for marginalised communities [24]. Gangadharan
argues that historically marginalised groups, particularly peo-
ple of colour, immigrants, and low-income individuals, are
disproportionately subjected to various types of digital op-
pression through privacy invasions, like data profiling, digital
tracking, and surveillance, both by governments and corpo-
rations. Srinivasan et al. echo similar findings comparing the
expectation and experience of privacy between marginalised
and privileged groups, and argue privacy scholarship must
expand beyond its traditional focus on privileged, Western
subjects and incorporate the unique concerns and experiences
of marginalised communities, including people of colour [49].

Interplay between Ethnicity and Privacy. Other authors
have examined specific communities and, although this was
not their primary focus, they observed an interplay between
racial or ethnic identity and privacy and security-related con-
cerns and behaviours. For instance, Van Staden & Bidwell dis-
cuss how structural inequalities, historical legacies, and social
power dynamics affect privacy governance in Namibia [51];
Wang & Metzger examine the nuanced relationship between
“race”/ethnicity and privacy concerns and management strate-
gies in the context of social media in the US [53]; Kam et al.
discuss Latinx undocumented immigrants’ disclosure prac-
tices in the US [30]; and Simko et al. highlight how refugees’
racial, ethnic, and cultural backgrounds influence their pri-
vacy concerns and practices, and how their experiences of
authoritarian surveillance, digital illiteracy, and systemic dis-
crimination shapes their relationship to online privacy [47].

The effect of cultural and social norms on security and
privacy concerns and behaviour has been explored in existing
research. Ahmed et al., for example, discuss several social
and cultural norms which shape digital privacy concerns in
the ‘Global Majority’, focusing on families in Bangladesh
as a case study [1]. Such norms included those related to
patriarchy, power dynamics, and economic resources. Rennie
et al. focus on how privacy frameworks, designed for indi-
vidual device use, interact with Aboriginal cultural norms of
relatedness and demand sharing, and explore how cultural
dynamics affect privacy management, leading to issues such
as unauthorised access to banking accounts, digital exclusion,
and even community conflict [45]. While these studies have
looked at contexts linked to “race” or ethnicity, e.g., refugees
and undocumented immigrants, they did not, however, explic-
itly examine the role of “race” in relation to privacy-related
concerns or experiences (see, e.g., [25]).

The Interplay in Specific Technological Contexts. The in-
tersection of “race”/ethnicity and privacy-related concerns
and behaviours with respect to specific technologies has
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received some research attention. Atienza et al. consider
the role of “race”/ethnicity in shaping attitudes and percep-
tions towards the use of mobile health (mHealth) technol-
ogy [5]. They found ‘significant diversity in attitudes regard-
ing mHealth privacy/security both within and between tra-
ditional demographic groups’ [5, p. 1]. Forte et al. explore
how the contributors to open collaboration projects some-
times face discrimination due to their ethnic backgrounds
and how this, in turn, influences their privacy practices and
concerns [22]. They note that some Wikipedia editors and
contributors experienced threats or challenges due to their eth-
nicity and identity, rather than content quality. They discuss
privilege in relation to online safety, where some participants
acknowledged that their “race”, gender, or nationality made
them less vulnerable to privacy risks compared to others. An-
thony et al. also discuss how “race” and ethnicity influence
privacy-related matters through the disproportionate surveil-
lance on marginalised groups, reduced control over personal
data, and systemic discrimination through AI and big data,
and this in turn contributes to broader social inequalities [4].

Summary. Overall, privacy and security research has not
adequately explored racial and minoritised ethnic experiences,
despite the known issues related to surveillance, bias, and sys-
temic discrimination. This view is also echoed by Sannon
and Forte who call for studies that specifically centre “race”
to fill this critical gap in the literature [46]. Furthermore,
frameworks that are heavily used in the literature to analyse
security and privacy-related concerns and behaviours, e.g.,
the MITRE ATT&CK taxonomy of cyberattack lifecycle (see
attack.mitre.org) and Solove’s taxonomy of privacy [48],
usually focus on information and how it flows through sys-
tems, and not necessarily how the individual interacts with
these systems in the wider social context. People in many of
these frameworks are considered ‘subjects’ and their agency
is often not acknowledged. This paper is positioned, there-
fore, to follow a user-centred perspective and highlights the
daily dilemmas minoritised ethnic people face regarding their
privacy and security, and the choices they make in response.

3 Methodology

Our paper draws on qualitative data collected from a wider
research project investigating online services in health, so-
cial housing, and energy in the UK. The project examined
minoritised ethnic people’s wider experiences and concerns,
with the aim of co-designing a code of practice for equitable
digital services [56] and developing socio-technical tools and
prototypes, including privacy-enhancing and harm-reduction
technologies [42]. The project employed a range of meth-
ods including co-design workshops, interviews, surveys, data
modelling, user experience research, and software prototyp-
ing and design. This was underpinned by an interdisciplinary

approach, in partnership with community and third sector
organisations, to understand people’s needs. The project sub-
sequently leveraged these insights to co-design tools and
frameworks, which centre the voice and lived experiences of
minoritised ethnic people. The work presented here is based
on the interviews carried out in this wider project.

Our study draws on a qualitative dataset of individual in-
terviews with 101 minoritised ethnic people aged over 18,
living in England and Scotland. While the wider research
project investigated more general experiences and concerns in
relation to the increasing digitalisation of essential services,
specifically in the three sectors, during interviews it was ap-
parent that privacy and security concerns were forefront in the
minds of a significant number of interviewees. From 101 inter-
views, a sub-sample of 44 were selected for analysis based on
their substantive discussion of privacy and security concerns.
More specifically, we required that interviewees discussed a
security or privacy-related issue and elaborated on a relevant
concern or behaviour. Interview questions and prompts were
primarily designed to elicit discussion around general expe-
riences in accessing online services across the three sectors,
the challenges incurred, and associated coping mechanisms
(see Appendix A for list of interview questions). Our focus
here is on interpreting how interviewees’ experiences and
perceptions of online services interact, or intersect, with their
security and privacy-related concerns and behaviours.

The research and collection of interview data was approved
by the Ethics Committee of Heriot-Watt University, the lead
university of the project. All interviewees agreed to direct
quotes or interview notes, whichever applicable, being used
anonymously for publications.

Interviews took place in four case study sites known for
their ethnic and cultural diversity and established links to
local community organisations: Glasgow, Manchester, Brad-
ford, and London. We attempted to reach people of minori-
tised ethnicities that reflect some of the largest populations
in the UK according to national census data – these include
African, Bangladeshi, Caribbean, Chinese, Indian, Pakistani,
and Mixed Heritage. While the sample cannot be considered
wholly representative of the diverse minoritised ethnic popu-
lation in the UK, the sample does encompass a cross-section
of characteristics, including age, ethnicity, disability status,
extent of online usage, and experiences of social housing.

Participants were recruited through the support of com-
munity organisations who, as collaborative partners to the
project, were directly funded to support participant recruit-
ment. All four partner organisations support racialised groups
in the community or advocate for the rights of marginalised
groups. For example, Council of Ethnic Minority Voluntary
Organisations (CEMVO) is a national intermediary that builds
the capacity and sustainability of Scotland’s ethnic minority
voluntary and community sector. Caribbean & African Health
Network (CAHN) focuses on health research and policy advo-
cacy. A full list of partner organisations comes in Appendix B.
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Semi-structured interviews were conducted to facilitate
space for open discussion and allow conversations to be di-
rected by issues most important to participants. Participants
were given the choice of in-person or online interview, and
the option to have interviews conducted in another language
alongside a translator. Participants were also provided the op-
tion to refuse the audio recording of interviews, which some
of them chose and only notes were taken by the interviewer in
lieu of recording. Empathy and care were of key importance
during interviews and was shown by ensuring flexibility. For
example, venues for interviews were mutually decided based
on the time and location most accessible and convenient to
interviewees, services and helpful information to support in-
dividual circumstances were signposted where relevant, and
participants were compensated for their time through cash
administered through local community organisations.

Interview data for this study was analysed by all four au-
thors, applying a thematic analysis [6]. Recognising that
discussions of security and privacy-related concerns and be-
haviours could present at any point during the interview (and
the semi-structured nature of the interviews allowed for this
flexibility), we did not focus on responses to specific inter-
view questions, and considered interviews holistically. We
conducted our analysis in two rounds. In the first round, each
author was allocated a set of the 101 interviews and undertook
independent initial coding to identify security and privacy re-
lated themes and discount the interviews that did not include
substantive discussions of security and privacy concerns. In
the second round, the authors presented and collaboratively
agreed on principal themes and sub-themes recurring across
interviews in multiple sittings. This iterative approach of anal-
ysis involved comparing themes across the team’s analysis
to ensure consistency, identify trends, and cross-check under-
standing of key theoretical concepts.

Positionality Statement. Thematic analysis places impor-
tance on researcher reflexivity as part of the analytical pro-
cess [7]. Srinivasan et al. recommend discussing positionality
as best practice in privacy-related research [49], which is rele-
vant to both teams who collected and analysed the data for this
paper. Both teams included four researchers who all identify
as minoritised ethnic people, which meant they shared some
similar experiences of marginalisation, being racialised by
institutions and wider cultural references drawn from similar
experiences of migration, multilingualism, religion, and from
the Global Majority. This helped facilitate a sense of rapport
and space for frank discussion during the interviews in par-
ticular. However, this is also not to discount the position of
power and privilege of researchers employed in higher educa-
tion institutions, who are not experiencing the same urgency
of problems many participants faced in terms of access to
social benefits, healthcare, and the cost-of-living crisis.

4 Analysis and Results

This section first presents an overview of the sub-sample
interviewee demographics and then discusses three overar-
ching themes emerging from data analysis and found to be
prominent across a significant number of interviews in the sub-
sample. These themes include control over personal data and
privacy concerns, dilemma of disclosing personal information,
and fear of repercussion. For each theme, we elaborate on the
relevant security and privacy-related concerns, the behaviours
they lead to, and the context (or equivalently root causes) that
shapes these concerns based on the themes emerging from
the interview analysis. Note that the focus of the study was
UK health, social housing, and energy services, collectively
referred to as “essential services” here. An overarching theme
across the data indicated that trust is an inescapable issue and
embedded throughout the themes presented. Where applica-
ble, we give an indication of the prevalence of the themes by
using quantifiers such as ‘most’, ‘many’, ‘some’, and ‘a few’.
Quotes presented here as part of the analyses are followed by
a pseudonymised interviewee number. Further details on our
initial round of coding and the mapping of the initial codes to
the main final themes can be found in Appendix C.

Interviewee Demographics. The analysed interviews cor-
responded to a set of interviewees that was relatively balanced
in terms of gender and diverse in terms of age and ethnicity
(see Table 1). Gender self-identification included 25 female
(57%), 18 male (41%), and 1 non-binary (2%). Age ranged
from 19 to 72 (mean: 43, standard deviation: 14), with the
most prevalent range being 35–44 (32%).

Interviewees were asked to self-identify their ethnicities
during the interviews, which gave people space to provide
rich and nuanced reflections. In Table 1, we provide a sum-
mary of participants’ ethnicities based on the closest match
with the high-level groupings used in the England and Wales
census and the Scottish census 2021. Matched ethnicities ac-
cording to census groupings included 27 ‘Group A’ (61%), 15
‘Group B’ (34%), and 2 ‘Group M’ (5%). Here, ‘Group A’ con-
sists of the ‘Asian or Asian British’ census group in England
and Wales, and the ‘Asian, Scottish Asian or British Asian’
census group in Scotland, and includes interviewees identify-
ing as Indian, Pakistani, Bangladeshi, and Chinese. ‘Group
B’ matches best with the ‘Black, Black British, Caribbean or
African’ census group in England and Wales, and the ‘African,
Scottish African or British African’ and ‘Caribbean or Black’
census groups in Scotland, and includes self-identification as
Caribbean, African, and other Black backgrounds. ‘Group M’
includes mixed or multiple ethnicities, referring to similarly
named census groups in England and Wales and Scotland.

We have opted not to provide a more detailed breakdown
of ethnicity for two reasons: (a) nuanced self-identifications
of ethnicity are in some cases difficult, and problematic, to
map to rigid pre-defined census categories, as was the case for
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Table 1: Interviewee Age, Gender and Ethnicity Distributions

Age Count

18–24 5
25–34 8
35–44 14
45–54 9
55–64 2
≥ 65 6

Gender Count

Female 25
Male 18
Non-binary 1

Ethnicity Count

Group A 27
Group B 15
Group M 2

many interviewees in ‘Group B’, specifically between African
and Caribbean subcategories; and (b) as our analysis shows,
when asked to disclose their ethnicities, some minoritised
ethnic people chose to use broad ethnicity categories as a
privacy-preserving behaviour, so our interviews and reporting
respect such choices. Note these groupings are only provided
for summarising the ethnicities of the sample, and should not
be misinterpreted as analytical categories, as such practice
could lead to homogenisation of people, cultures or heritage.

Although the interviewees were given the option to be
interviewed in their preferred language, only 2 (5%) out of
the 44 requested to be interviewed in languages other than
English. This indicates that the overwhelming majority of
our selected interviewees were relatively confident in their
spoken English proficiency.

4.1 Control over Personal Data & Privacy
Concerns about privacy emerged as an important theme in
the interviews sampled. Concerns often arose in response to
questions about negative experiences of using online services
and the general quality of essential services in the UK.

Personal Data Theft & Misuse. Some individuals were
specifically concerned about who had access to view, use or
share their data and its safety from theft or misuse. This aware-
ness of privacy-related harms was present and immediate in
people’s minds.

‘It’s the privacy of my information. Who can get hold of
that information, is it safe?’ (2004)

‘That’s the only one thing I have online, the protection
of your data. When you leave your information, you’re
just thinking, because you hear a lot of stories, people just
stealing people’s identity. That’s why a lot of the time I’m
trying to think, “shall I do it? shall I not do it?”...that’s the
one thing that I don’t like!’ (1050)

Discomfort with Technology. Worries about data misuse
also created concerns about doing the ‘wrong’ thing online
and self-compromising personal privacy. This was often felt
among interviewees who were limited users of the internet

and essential online services. This fear in turn influenced how
much they engaged with online services from the outset.

‘I don’t like those cookie settings all the time. It makes me
feel anxious about whether I might have pressed the wrong
thing and how they will use my information if I press the
wrong thing.’ (3023)

‘I feel nervous about my information. It makes me feel
anxious thinking about privacy and what people might be
doing with my information or what kind of things people
will find out and share with others. I think that’s what limits
me from using online stuff more.’ (4016, interview notes)

These experiences highlight an awareness and concern for
personal security and privacy protection. Many participants
in the sample highlighted privacy as their most significant
online concern, beyond usability, accessibility, and access to
devices as typically thought of in some previous research (see,
e.g., [28] regarding health, and [26] regarding social housing).
However, it is worth noting that control over personal data
and privacy have been observed as the most significant con-
cerns of the wider population in other contexts, e.g., in smart
homes [41]. It should, therefore, be noted that privacy-related
harms were found in some instances to be more immediate to
individuals than accessibility or access to devices.

Concerns about Identity Disclosure. Privacy-related con-
cerns subsequently guided people’s responses and online be-
haviours, including questioning motives, rejecting services, or
selectively sharing or modifying the information they provide
essential services with.

‘I can understand with banks people needing your date of
birth, and the GP, hospitals. That’s fine, but other than that,
I don’t see why anyone else needs your date of birth, unless
they’ve got their own reason to do something like a scam.’
(1049)

‘For a very long time, I didn’t do certain things as some-
body living in Scotland, which I should have done. I was
a bit hesitant because I don’t know to what extent that in-
formation will be protected. It really held me back in not
wanting to use my full surname, right. It held me back, and
in some cases I wasn’t using my full surname... I’d rather
not, because sometimes you don’t know where these things
lead to, if you know what I mean.’ (3016)

Concerns about (Mis)identification with Targeted Groups.
While some refused to provide any information, opting for
‘prefer not to say’ where possible, others replied to questions
inconsistently, particularly when asked for their ethnicity. This
‘inconsistency’, for example, often meant minoritised ethnic
people chose to identify under the broadest or obscurest eth-
nicity categorisation available, e.g., Black other, rather than

6



Black Caribbean, with many intentionally keen to emphasise
the ‘British’ or ‘Scottish’ aspect of their identity foremost.

‘I feel like, at any time I am given the option to, “prefer not
to say”, I kind of tend to just go for that... I identify myself
as probably British, but then I know that question is not
really associated in terms of how I associate, it’s more in
terms of my ethnic background and stuff like that.’ (2006)

‘I say, “I’m British Pakistani.” I feel that because I was born
and raised in this country. I’m British first, then Pakistani.
As soon as you put, “Pakistani,” from there it’s like, “Right,
okay, mate. Your chances are being brought down.” I’ve
noticed that in Scotland.’ (3002)

‘I would say, “African Caribbean.” If they say, “What na-
tionality are you?” Then, I would say, “British.” It’s such a
mess, isn’t it? We can’t roll the clock back 4000 years or
400 years. We’re now doing DNA tests and everybody is
trying to identify. That’s the mess the West creates. Some
people say they’re Black British. Some say they’re just
British.’ (2025)

Concerns about Data Sharing Practices. The apprehen-
sion individuals felt was often because it was unknown, or
unknowable, how services might use their personal informa-
tion both now and in the future, and the impact this may have
on decision-making and access to services, credit, affordable
energy tariffs, employment or in some cases, their rights as
a citizen – as expressed by an individual working within the
community:

‘Migrants that come in that are going through the asylum
process or the refugee process, they’re too scared to say
anything. They just want to keep their heads down. Not be-
cause they’re illegal or anything, but even if they’re illegal
they still have rights too.’ (2007)

A series of policies, party politics, systemic racism, auster-
ity, and media rhetoric have contributed to a ‘hostile environ-
ment’ in the UK, which has sought to ‘close’ borders to migra-
tion and make access to visas, housing, energy, and healthcare
services increasingly difficult for newly arrived [8]. The NHS,
for example, was once required to share patient demographic
data with the Home Office [57], while the Windrush Scan-
dal saw the state discriminating against Black British people
with deportations and barring access to essential services [55].
These policies have further entrenched a racialised citizen-
ship, impacting British/Scottish nationals of a minoritised
ethnic background, as well as those more recently arrived or
claiming asylum in the UK.

Some minoritised ethnic people were, therefore, keenly
aware of the impact of systemic racism and prejudice. In
some cases, individuals chose to withhold, obscure, or ac-
tively reject the extent of information disclosed to services,

especially in relation to ethnicity, while some chose not to
use online services as a privacy-protective behaviour. This
is an important context of fear, anxiety, and lack of trust af-
fecting behaviours in response to the potential repercussions
of being ‘identifiable’ and othered. A similar “online privacy
divide” between ethnic groups have been also observed in
social media privacy management behaviours in the US [53].

Summary. Minoritised ethnic people who are worried
about privacy have a heightened level of concern about their
personal data being stolen or misused. These concerns lead to
an apparently wider adoption of common privacy behaviours,
e.g., selective disclosure, and more creative ones, e.g., incon-
sistent disclosure of personal data. Negative experiences of
online services and the hostile policy environment affect and
shape these heightened concerns.

4.2 Disclosure Dilemma
The conscious awareness of privacy-related harms amongst
many minoritised ethnic participants led to a high level of
intention and planning in controlling information disclosure.

Ethnicity Disclosure Concerns. Some participants dis-
cussed specific concerns about the data collection practices
of service providers, questioning why certain information is
collected and how it is used - leading to conflicting feelings
about when and how much information to disclose. The most
apparent tensions were related to services asking for ethnicity
or information that could infer ‘ethnicity.’

‘I avoid sharing ethnicity information when I can, I’m not
100% confident about where my information will be used
and shared and if it will be taken in a positive perspective. I
just say that I’m Black African Caribbean and Black other
so it’s a bit purposefully vague.’ (2014, interview notes)

‘If I’m applying for a credit card or something like that...
why do you need to know the colour of my skin?’ (2006).

Concern about Being Seen as Evasive. Due to heightened
concerns, some participants subsequently discussed control-
ling the amount of personal data they provide, such as ethnic-
ity (or other information that could be a proxy for ethnicity,
e.g., names), date of birth, address, and age. However, despite
fears, some participants felt limited in their choice, wondering
if they may be seen as ‘evasive’ and if a privacy-protective
behaviour of non-disclosure could negatively impact them.

‘Sometimes people have this feeling that maybe it’s [sur-
names] used to discriminate and that’s why some people
feel very strongly about not giving that kind of information.
Then at the same time you feel, if I don’t fill that form, will
they think I’m trying to hide something?’ (2004)
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Ethnicity Proxy Disclosure Concerns. Participants who
expressed the deepest privacy concerns also discussed ex-
periences of direct racism and systemic racism in essential
services including healthcare, e.g., higher rate of maternity
deaths in the UK for Black women. The lived experience
of adverse racialisation and the potential for discrimination
meant some individuals were less or not open to providing
personal information.

‘Because I’ve been asked my name on many an occasion,
I’ve been searched... I’ve been asked to do all sorts of stuff
on many an occasion that is a breach of my privacy. A
personal breach of my privacy. So, I’m reluctant to just
give my name out willy-nilly or my details out willy-nilly.
Even signing that document [participant consent form] that
you’ve given me I was thinking twice about at one point,
but I thought no, it’s for the greater good so it’s fine.’ (3020)

Disclosure for the ‘Greater Good’. This concept of the
‘greater good’ in the above quote, however, is a typical exam-
ple of the cost-benefit analysis participants expressed when
discussing the tension between the risk of personal harm
versus the potential benefit of organisations having ‘group’ in-
formation, in order to improve services. For participant 3020,
they wavered yet agreed to sign a university document, even
despite being stopped by police services over 40 times. This
consideration, or dilemma, about whether to provide informa-
tion or not, emerged through other interviews:

‘I could understand if for example you find that in diabetes
there are more people from the African, South Asian de-
scent who are likely to suffer diabetes, I would understand
that. But there are some times whereby they are asking you
of your ethnicity, and you’re thinking, why do you need
that information anyway?’ (2004)

Some participants were indifferent to the matter overall,
while some actively supported providing information to ser-
vices, so service providers and policymakers can better under-
stand population needs and monitor access. Participant 2007
noted in their interview that it was the availability of such data
in England that exposed the higher rate of COVID-19 related
deaths amongst some minoritised ethnic groups. However,
one participant expressed that, in practice, providing ethnic-
ity information would have little impact in terms of equality
monitoring or accountability.

‘I don’t think it makes a difference. I don’t think you’ll get
treated any better. If somebody is a racist, they’re going
to be a racist regardless of your data. It’s all a tick-box
exercise. I don’t like those things without substance, things
that don’t have a purpose.’ (1045)

Concern about Data Collection Purpose Obscurity. The
cost-benefit dilemma is further complicated by the variable

transparency in service providers behaviour, the clarity of
communication to users on the purpose of data collection, and
the perception of genuine choice users feel they have. Some
participants reasoned there could be positives for other mi-
noritised ethnic people if services processed such information
responsibly. Some participants were satisfied in providing
‘sensitive’ information, if it could be used to hold services to
account or identify gaps in provision.

‘I understand why it has some value to it, but I understand
how it can be perceived as a negative thing. I think the
value, if it’s used in a positive way, outweighs the negative
because if you can point out there’s an issue here within
this group of people that they should be aware of, and just
let them know. Say, “Look, this is what we’ve found. We
think the issue has stemmed from this”... but it should all
be about choice really.’ (2010)

Disclosing personal information, especially ethnicity, is
also at the cost of exposing individuals to privacy-related
harms, or alternatively impacting the potential for data-led
service improvement. Although this dilemma may be univer-
sally experienced by any user, it is specifically problematic
for minoritised ethnic people who are already marginalised
and experience poorer access to, and outcomes from, essen-
tial services. This is in addition to being in a less privileged
position to start with: there is more at stake, and more risks
involved for minoritised ethnic people, when navigating chal-
lenges to protect their privacy and accessing services. Limit-
ing self-disclosure as a privacy-protecting measure has also
been observed in other marginalised groups, e.g., undocu-
mented immigrants in the US have reported restricting their
posts, especially photos, in social media [25].

Summary. Minoritised ethnic people are particularly con-
cerned about excessive collection of ethnicity data by essential
online services and being seen as evasive in case of non-
disclosure. While many minoritised ethnic people are willing
to provide such information for the ‘greater good’ of improv-
ing data-led decision making and services, some are doubt-
ful if such disclosure would make any difference. Systemic
racism and the widespread opacity of data collection purpose
are some of the root causes that affect the accentuated con-
cerns about disclosure of ethnicity and create a high-stakes
dilemma regarding disclosure of such information with which
minoritised ethnic people grapple on an everyday basis.

4.3 Fear of Repercussions

The concerns minoritised ethnic people had about privacy-
related harms and when/if to disclose personal information
were often driven by a fear of repercussions.
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Information Withholding Practices. Many were often
concerned about potentially doing the ‘wrong’ thing, and jeop-
ardising their access to services or being actively penalised for
it. Fears were often a product of poor prior experiences related
to systemic racism, austerity, and a hostile environment – all of
which has increased conditions of reduced access to services,
higher costs, delays or inadequate treatment. Many expressed
being fearful of further negative consequences online, such as
exclusion, increased charges, or being discriminated against.

‘I’m aware of applications for benefits being sabotaged,
small elements in the DWP [Department for Work and
Pensions] department that were racist to prevent and de-
lay applications amongst minority ethnic people. So, I’m
very aware of how information could be used against you.’
(2014, interview notes)

‘They say it’s anonymous. It’s almost that thing that if they
know where you’re from, it could easily sway their decision,
despite all the reassurances. You get reassurances that it’s
not going to be given to anyone, but also, it’s unnecessary.’
(1045)

Protection from Vulnerability & Distrust. Some partic-
ipants expressed concerns related to a lack of trust about
how services may utilise or interpret user information and
how securely this information would be held. This distrust,
especially towards technology giants, has been observed in
other contexts as well [50]. In response, some people engaged
in self-censorship or withdrew altogether from services as a
privacy-protective behaviour.

‘I think we’re living in very untrustworthy, very cynical
times, and all I’m trying to do is just protect myself and my
son especially, because he’ll be more vulnerable with his
disabilities, so that’s all I’m trying to do, really.’ (2023)

‘I didn’t want that information to go out everywhere... I
have concerns... about how will they misinterpret this -
or how will they see this? I think there should be some
time limit where they should store it and then get rid of it
or something. Maybe at that time, you discuss something
personal, but then that data is everywhere, and bearing in
mind, other people can access it straightaway.’ (4017)

‘Interviewer: Earlier on you mentioned that you don’t trust
services online as much...

Participant 2004: No, I always feel that if I give my - you
hear all sorts of nightmare stories where somebody has
stolen!... you’ve seen how information in the NHS can be
compromised. It’s one of my things that stops me from
doing a lot of stuff online.’

The ‘Spill-over’ Effect. The stakes of “things going wrong”
are heightened for minoritised ethnic people who are burdened
by disproportionate risks of harm from socially constructed
views, which can feed stereotyping, discrimination, and preju-
dice against them, when their ethnicity information becomes
visible or assumed. This is consistent with many minori-
tised ethnic people’s lived experience of being racialised and
marginalised in everyday life, including often being dismissed,
undermined, and distrusted because of ‘everyday racism’, as
coined by Essed [20].

While few of the interviewees drew a direct link between
their negative experiences of racism on social media and their
perceptions of online services, many people were, nonetheless,
hyper-aware of how other users may interact with them, if
parts of their identity are known publicly.

‘I think it’s just a toxic environment and I’ve had experi-
ence of very negative, racist comments and abuse on social
media.’ (3020)

‘Oh, it all happens on social media because everybody is
nice to each other face-to-face, but once you’re behind that
keyboard - I don’t know. One of my daughters wears a
hijab and the other ones don’t, and I still feel very like, oh,
my gosh, I’ve got to make her grow a backbone because I
don’t know how that’s going to affect her.’ (1045)

‘I used to run an anti-racism page with other people of
colour, which I found was quite a harmful space, because
people were allowed to be abusive to you. I started my own
anti-racism education platform a few months ago, and the
way I’ve set it up is that no one can comment.’ (3004)

‘Participant 2009: You might find on social media, we have
got groups, in our neighbourhood... you just find it isn’t
easy because with people, it is quite difficult to say it, but
sometimes people just look at us and then they are like, you
know...

Interviewer: Racist?

Participant 2009: Yes, we are like some burden or some-
thing. Even though we do experience it, but we just have
to live with it, and that is why most of the time, I’m not
really into this, posting stuff on Facebook or Instagram,
somewhere, no... that may ruin your mental stability.’

There is risk of a potential ‘spill-over’ effect from these
negative general online experiences, as some participants sug-
gested they felt a lack of trust towards any interaction with
services through digital means, because of the harms they ex-
perienced elsewhere online, especially on social media. This
leaves minoritised ethnic people in a disproportionately more
vulnerable position when they navigate privacy challenges,
given the historic, systemic, and personal racism many minori-
tised ethnic people encounter, both online and offline, which
cannot be necessarily disentangled from each other. Many
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individuals in our study were, therefore, found to be guarding
against risks of repercussions by withholding information,
avoiding, or refusing to engage with essential services. Nego-
tiating trust and safety is a constant and temporal process.

Summary. Minoritised ethnic people have distinct concerns
about receiving discriminatory services as a result of their
ethnicity information being misused. This is amplified by
perceptions of inadequate data protection practices by es-
sential services. Concerns are affected not only by individual
experiences of using essential services, but through negative
experiences of other online services, especially social media.
This strongly suggests that there is an unfortunate ‘spill-over’
effect extending the lack of trust in online services in general,
and specifically social media, to essential services.

5 Discussion

The data illustrates the importance of trust, which is embed-
ded across each theme presented in this paper. The impact of
events or experiences which may have occurred ‘offline’ are
inextricably linked to the concerns and awareness of security
and privacy-related harms. Negative perceptions of trust in
services affect how people interact and engage with online
services, if at all. On a more systemic level, if users with-
draw from services, they may be less likely to hold systems to
account or provide the feedback necessary to make systems
more equitable. Often, we lack understanding in service de-
sign in how to engage with socially constructed issues, which
nevertheless interact with and influence security and privacy-
related concerns and behaviours. There is also a temporality
involved when users consider their privacy needs. These are
continually negotiated and influenced by personal experiences,
and for minoritised ethnic people, these needs are heightened
at different times in response to external events, e.g., data
breaches, hostile environment, and racist attacks.

5.1 Limitations

While this paper has focused on users’ privacy concerns, there
were some interviewees who expressed little concern or were
unsure how much concern they should have for security and
privacy-related harms. Our wider group of participants, i.e.,
the 101, were relatively more concerned about the risk of
scams, financial fraud or data leakage compared to racial
profiling in general. However, it is well-known that data pro-
filing can confer ethnicity and thus increase privacy risks
amongst minoritised ethnic users who may be exposed to
greater threats because of systemic bias and racism. Lack of
awareness in this regard is concerning as research has shown
that privacy-protecting behaviours depend on awareness of
the need for privacy foremost, besides the usability and use-
fulness of specific privacy tools [11].

However, this limited concern is reasonable to expect as
interviews were focused on individual experiences, as op-
posed to exploring the processes of digital profiling, which
can be challenging even for well-informed individuals to fully
comprehend due to the opacity and pervasiveness of profiling
across online interactions. Much of the privacy implications
of our online activities are unknown, meanwhile the privacy
landscape continues to change at pace, meaning existing good
practice or knowledge will require periodic re-assessment.

Moreover, we caution against individualising privacy and
security. There should be systemic solutions and responsi-
bilities upheld within services to protect against privacy and
security-related harms, e.g., security and privacy by design,
auditing, and impact assessment. While attention can be di-
rected towards the knowledge and behaviours of individuals,
it is necessary for services to be user-centred and demonstrate
they can be entrusted with users’ data.

We attempted to reach a diverse range of minoritised eth-
nic people based on the largest ethnic groups as labelled by
the UK censuses. However, we wish to make clear that these
labellings do not represent the complexity of how people iden-
tify as social, cultural, and historical contexts influence how
people define their ethnicity, if at all. Definitions are also sit-
uated within a political context considered ‘hostile’ towards
particular minoritised ethnic communities, and one which can
essentialise and homogenise a diversity of people who rep-
resent global majorities. This nuance and complex interplay
between ‘official’ labels, institutionalised by services and per-
sonal identification, is discussed further in our analysis, but
is expressed by one participant in response to an interview
question about defining their ethnicity:

‘It always says either British, Indian, Pakistani or
Bangladeshi, it never gives you the Muslim Gujarati... it’s
not targeting the small minority of the Gujarati Muslim
community... reluctantly, I then have to click Indian, and
then where it says ’other’ in the box, I’ve put down, “I’m
a British Muslim, Gujarati,” and then I put in brackets,
“Indian.” It’s a mouthful. Just that my identity... Indian?
with the historical issues, honestly, I don’t really want to
associate, because when you’re doing the surveys and the
stats for our government or whatever, “Oh, another Indian,
yes, they’re meeting the targets,”... but our community’s
underrepresented.’ (4033)

We, therefore, acknowledge the limitations of the data in
this study because it cannot be considered representative of the
diversity of experiences and characteristics of the people who
comprise minoritised ethnic populations in the UK. Rather,
the purpose of presenting interview data was to offer empiri-
cal depth and insight into the privacy-related experiences of
minoritised ethnic people, in a context where research on such
communities is limited, particularly in the UK.
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5.2 Risks of Under-reporting
Our analysis highlights the difficulties many minoritised eth-
nic individuals encounter when asked for personal informa-
tion, particularly that related to ethnicity. We recognise the
complexity of ethnicity as a data label for its historical, po-
litical, and social location, which does not capture the nu-
ances of how people feel and define themselves. There are, of
course, well-known risks of stereotypical profiling and bias
through proxy discrimination. Yet, if services have inconsis-
tencies across datasets, there are some drawbacks to auditing
services and any data-driven methods used to enhance ser-
vices for fairness. Anti-discrimination models require the
inclusion of sensitive data to detect and avoid discriminatory
outcomes [21]. Patchy datasets could, therefore, impede ef-
fective anti-discrimination work within services. This means
developing trust and communicating privacy terms and data
collection practices with users is important and essential to
the effective auditing and evaluation of services.

5.3 Implications for Research
Here we discuss specific implications for research with mi-
noritised people, including in the field of security and privacy,
as informed by our experience conducting this work.

Facilitate privacy-protecting behaviour. The decision by
some participants to decline audio recording was often in-
dicative of heightened privacy concerns, and even the direct
contact with a university researcher connected to a commu-
nity organisation known to them was not enough to mitigate
concerns or allay fears, as one participant described:

‘She doesn’t want to be recorded for this interview because
she doesn’t want her voice to be heard in other ways. So,
for example, she never sent any voice note to WhatsApp.
She always types it in, so she is very conservative in that
her voice is not going anywhere. In that way, she feels she
stays safe.’ (1051, interview notes, spoken via a translator).

This suggests researchers should consider additional
privacy-protecting measures when interacting with and col-
lecting data from minoritised people. Best practice in this
regard should provide flexibility of consent and data record-
ing methods to accommodate heightened sensitivities towards
disclosure of personal data. Such varying security and privacy
needs have been observed in other marginalised groups too,
e.g., those marginalised based on gender [12].

Allow self expression of identity. Approaches employed
by the participants in this study to express various aspects
of their identity and especially their ethnicity were quite var-
ied, context-based, and creative. This was the case both for
their direct responses to self-identify their ethnicity and for
their broader discussions on how their ethnicity interacted

with their security and privacy-related decision making and
behaviour. While in certain contexts, some would opt for
identification in broad terms, e.g., Asian rather than Pakistani,
or emphasise their ‘Britishness’, e.g., British Asian, in other
contexts some would prefer a more detailed and nuanced
specification, as the following participant elaborated:

‘There was some who say, “Why do you need to know?
If I’m black, I’m black. Why do you need to know if I’m
Caribbean?” I say, Well, there’s a difference between an
African and a Caribbean first, and also because of our cli-
mate, our culture, our dietary, there’s so many things... I
think that’s important for the system to understand, so that
when it comes to the issues, it makes this bit of the system
easier to tackle rather than to start from scratch.’ (2007)

Hence, we recommend researchers design their data col-
lection methods in such ways that not only permit but also
encourage nuanced self-expression of aspects of identity, es-
pecially ethnicity, and including gender and religion. This is
particularly relevant to those conducting research on secu-
rity and privacy issues as we found that allowing for an open
dialogue in such matters often leads to further insight into
privacy-related concerns and behaviours. We advise against
rigid and pre-determined sets of answers in this regard, es-
pecially on ethnicity, as they neither encourage nuanced dis-
cussions nor may provide accurate data. Chen et al. [10] also
recommend self-identification and open-ended questions for
collecting “race” and ethnicity data from participants. Similar
recommendations have been discussed in the literature in the
context of presentation of sexuality and gender identities [16].

5.4 Lessons Learned
We discuss recommendations for service designers and poli-
cymakers based on our analyses in the following.

Understand the social context. Data exists within systems
of power, known to replicate the systemic biases of wider
society [39], and many of our interviewees were concerned
about this. We recommend service designers, and those who
work directly or indirectly with data throughout its lifecy-
cle, improve their awareness of the socio-cultural context of
particular data labels and how this may impact how people
subsequently interact with digital services. This awareness
should be translated into designs that are sensitive to social
contexts and provide choice. A similar recommendation to
identify “cultural assumptions embedded in computer secu-
rity technologies and account for them in technology designs”
has been echoed in the context of refugees in the United
States [47]. Given we often cannot ‘necessarily predict when
a certain form of information processing will produce predic-
tive privacy harms’, it is necessary and urgent for a greater
understanding of privacy and security issues, and to continu-
ally interrogate the subjectivities inherent within the use of
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data and digital systems and how they are experienced by
different users [14, p. 106]. More concretely, we recommend
policymakers actively redress the institutional injustices expe-
rienced by minoritised ethnic people (e.g., Windrush Scandal),
to help build trust and see such work as a necessary part of
digital inclusion strategies and audits or regulations of es-
sential service providers. Furthermore, policymakers should
encourage online services such as social media to adopt and
effectively implement zero-tolerance policies on racist be-
haviour on these platforms.

Ease the dilemma. Minoritised ethnic people were con-
cerned about violation of their privacy by online services
and many of those we interviewed mentioned experiences
of scams and online fraud along with their concerns, which
strongly suggest these are causally linked – similar links have
been shown for other groups (see, e.g., [9] and [3]). Hence, we
recommend that service designers minimise data collection,
especially regarding ethnicity and proxies thereof, and clearly
explain the purpose of any such data collection. Many minori-
tised ethnic people stated that if they are clearly informed of
the underlying reason(s) for data collection, they will be more
likely to share data. In cases where there is a clear benefit
for minoritised ethnic communities and wider society, we rec-
ommend service designers communicate openly and appeal
to people’s willingness to share data for the ’greater good’.
However, in cases where data sharing is optional, service de-
signers should make it clear that there will be no negative
consequences for non-disclosure to allay any concerns. Fi-
nally, service designer should recognise the right to exercise
agency over control of personal data and allow for various
levels of disclosure of ethnicity to accommodate selective
disclosure. These practices will help ease the dilemma faced
by minoritised ethnic people on an everyday basis.

Build trust. Trust, or lack thereof, was found to be a
salient consideration for minoritised ethnic people in decid-
ing whether to engage or how to interact with online services.
Negative experiences on the wider web, including experiences
of racism, online tracking, and identity theft, were frequently
mentioned as contributing factors to lack of trust in online
services in general. Therefore, we recommend that designers
of essential services make every attempt to distinguish these
services from other online services to reduce this ‘spill-over’
effect by taking a systematic approach to creating usable, ac-
cessible, and privacy-preserving services that avoid harmful
‘dark patterns’ prevalent in other online services. By adopting
and communicating strong data protection practices, service
designers can help alleviate concerns about data theft and
misuse. The literature provides similar recommendations for
password manager designers to adopt privacy labels commu-
nicating incorporated security mechanisms [19, 31, 33].

6 Conclusion

This work has examined the intersection of data privacy, secu-
rity, and the lived experiences of minoritised ethnic people in
the UK, with a particular focus on essential online services in
the health, social housing, and energy sectors. Through qual-
itative analysis of interviews with 44 participants, our work
has provided valuable insight into how privacy and security
concerns are shaped by experiences of racism and marginalisa-
tion, which subsequently influences engagement with online
services. Our findings highlight not only widespread fear of
digital discrimination and potential misuse of personal data,
but also a level of ambivalence among some individuals who
feel disconnected due to limited awareness of how their data
is utilised or belief in the positive potential of data sharing.

We have focused on minoritised ethnic people, a group
currently underrepresented in privacy and security research,
who often face specific barriers, such as trust issues arising
from past experiences of racism, and how this social context
influences online service engagement. We offer evidence of
how privacy and security concerns may manifest in these com-
munities, through an interdisciplinary approach. Integrating
anti-racism with privacy research, has enabled a nuanced and
contextually grounded analysis, shedding light on the com-
plex relationship between racialisation, marginalisation, and
interactions with essential online services.

Future research may expand on these findings by inves-
tigating how the cultural and historical context of specific
minoritised communities influences attitudes and behaviours
towards online services. Additionally, further work is needed
to understand how systemic racism and ‘offline’ interactions
shape perceptions and engagement with online services, e.g.,
smart meters and online health apps. Our investigation also
suggests there may be a significant relationship between peo-
ple’s experiences of social media and their concerns using es-
sential online services, and call for further exploration of this
relationship. Finally, we recommend future work considers
how the design of online services can be made more inclusive
and trustworthy, considering the diverse needs and experi-
ences of minoritised ethnic populations, to promote digital
equity. We believe privacy-enhancing technologies (PETs), as
well as policies and service designs that are marginalisation-
aware and redress injustice, can play a significant role towards
achieving this goal. Co-designing such technologies and poli-
cies with marginalised users is one of the research directions
we plan to pursue in this regard.
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A Interview Guide (Simplified to Topics)

Introductions and Consent
Interviewee’s Characteristics

• Questions on gender, age, ethnicity, religion, English
proficiency, education, occupation, and accommodation
status

Online Experience

• Do you personally use the internet?

• Does your household have access to the internet at home?

• What device do you usually access the internet with?

• Which devices do you use and how confidently can you
use it?

• What tasks do you struggle to do or need help with?
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• Why do you access the internet?

Online Services – Health

• Have you used internet to access online services for your
health?

• Does your GP service have an app?

• Does someone help you to access GP services? How do
they offer help? How easy is it to get this help?

Online Services – Social Housing

• If relevant, does someone help you to contact your social
landlord or apply for social housing?

• If yes or sometimes, who do you normally get help from
for contacting your social landlord or applying for social
housing? How easy is it to get this help?

• What kind of help do you need to contact your social
landlord or to apply for social housing?

Online Services – Energy

• Do you know who your energy supplier is? Were they
the provider when you moved in, or did you change the
supplier at any point?

• Do you know that you can change your energy supplier?

• By looking at tariffs different suppliers offer, you may
be able to reduce your energy bills. Is this something
you will be interested in?

• Do you use a smart meter?

• Would you be interested in the use of a smart meter to
help you monitor your energy consumption?

• Do you need any help with accessing energy supply
services? If yes, what kind of help do you need?

• Who do you normally get help from for using energy
supply services? How easy is it to get this help?

Online Safety

• Do you take any measures to stay safe online? If yes,
what kind of measures do you take? Is there any infor-
mation you would like to stay safe?

• Have you had any negative experiences while you using
online services?

• Has your experience of online harms altered how you
use online services? If yes, in what way?

• Have you taken any action in response to online harms?

Closing

• How helpful was this interview?

• Is there anything we haven’t covered yet as part of your
experience of using online services that you would like
to talk about?

B Community Organisation Partners

Bangladeshi Enterprise and Advisory Project (BEAP) Com-
munity Partnership: BEAP provides services directly and
through its partner organisations through which it aims to
tackle entrenched deprivation and disadvantage in the Brad-
ford area, particularly among the Bangladeshi community,
supporting deprived communities to formulate and put into
practice their own agendas for positive social change.

The Caribbean and African Health Network (CAHN):
Based in Manchester, CAHN is a Black-led organisation
which was set up to tackle the social determinants of ill-health
among Caribbean and African communities in the UK. CAHN
works with Black communities and cross-sectoral organisa-
tions throughout the UK to build community resilience, rela-
tionships and a social movement to improve health outcomes
for Black people.

Council of Ethnic Minority Voluntary Organisations
(CEMVO Scotland): CEMVO is a national intermediary or-
ganisation and strategic partner of the Scottish Government’s
Equality Unit. Based in Glasgow, CEMVO aims to build the
capacity and sustainability of Scotland’s ethnic minority vol-
untary sector and the communities the voluntary sector works
with.

The East London Mosque (ELM) & London Muslim Cen-
tre (LMC): The ELM & LMC is an active Islamic institution
based in the borough of Tower Hamlets in London. In addi-
tion to daily prayers, the ELM & LMC delivers advice and
counselling, child and adult education, and health awareness
programmes to the local community.

C Thematic Analysis Materials

We include further materials on our thematic analysis here.
Table 2 shows a summary of the main initial themes and
sub-themes identified through the first round of analysis and
Figure 1 presents the thematic mapping carried out to identify
the main final themes.
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Table 2: Initial Coding Themes

Initial coding themes Example quote(s)/description
(n.b. some quotes may be coded under multiple themes)

Fear of misuse of per-
sonal data by services

e.g. fear of mis-use of personal data by services staff:
‘It’s the privacy of my information. Who can get hold of that information, is it safe?’ (2004)

Theft of personal data ‘Because you hear a lot of stories, people just stealing people’s identity. That’s why a lot of the
time I’m trying to think, “shall I do it? shall I not do it?”...that’s the one thing that I don’t like!’
(1050)

Services ask for too much
information

‘I don’t see why anyone else needs your date of birth, unless they’ve got their own reason to do
something like a scam.’ (1049)

Questioning why per-
sonal data is needed

‘If I’m applying for a credit card or something like that... why do you need to know the colour of
my skin?’ (2006).

Fear of machine bias ‘They say it’s anonymous. It’s almost that thing that if they know where you’re from, it could
easily sway their decision, despite all the reassurances. You get reassurances that it’s not going
to be given to anyone, but also, it’s unnecessary.’ (1045)

Fear of human bias e.g. Fear of discrimination:
‘As soon as you put, “Pakistani,” from there it’s like, “Right, okay, mate. Your chances are being
brought down.” I’ve noticed that in Scotland.’ (3002)

Concern around longevity
of data and accuracy

‘I think there should be some time limit where they should store it and then get rid of it or
something. Maybe at that time, you discuss something personal, but then that data is everywhere,
and bearing in mind, other people can access it straightaway.’ (4017)

Lack of knowledge on
when to opt-out

‘There is no information about what to do to keep safe online.’ (1040)

Inaccessibly commu-
nicated terms and
conditions

‘ I don’t actually know why that question is asked. I don’t get why it should make a difference.
Why is that question asked? I don’t know.’ (2006)

Lack of knowledge on
how to stay secure online

‘Those notices are hard to understand, full of technology jargon. I’m not fully able to understand
the notices. I am anxious about the personal data and how it might be used. (3023, Interview
notes)

Services lack clarity in
communicating data shar-
ing principles

‘I was a bit hesitant because I don’t know to what extent that information will be protected. It
really held me back in not wanting to use my full surname, right. It held me back, and in some
cases I wasn’t using my full surname... I’d rather not, because sometimes you don’t know where
these things lead to, if you know what I mean.’ (3016)

Experiences of scams and
fraud

‘when I was online shopping. It was for a supplement, there was an advert for fat loss supplements
and like I said it was during covid and was feeling really low and not happy with my weight.
They took 200 pounds but I never got any money back or received any products. I paid with debit
card and I was with Natwest and they did nothing about it even though I raised it with them.
This happened last year. I was feeling low anyway and that really knocked my confidence and
probably why I don’t do online shopping because I had that negative experience.’ (4016)

Data labels do not match
with my self-ID

‘I feel like, at any time I am given the option to, “prefer not to say”, I kind of tend to just go for
that... I identify myself as probably British, but then I know that question is not really associated
in terms of how I associate, it’s more in terms of my ethnic background and stuff like that.’ (2006)

Information refused or re-
fusing to use services

e.g. Refuse to use/install smart meters:
‘I have this weird suspicion about smart meters that then they use it to rinse you more. I’m not
sure if that’s true. Often when they give you smart meters then they sign you up for automatic
readings. For some reason I have this suspicion that that means you end up paying more. I don’t
know if that’s actually true.’ (3017)
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Initial coding themes Example quote(s)/description
(n.b. some quotes may be coded under multiple themes)

Withdrawal from online
services

‘I feel nervous about my information. It make me feel anxious thinking about privacy and what
people might be doing with my information or what kind of things people will find out and share
with others. I think that’s what limits me from using online stuff more.’ (4016)

Fear of doing the ‘wrong’
thing online

‘I don’t like those cookie settings all the time. It makes me feel anxious about whether I might
have pressed the wrong thing and how they will use my information if I press the wrong thing.’
(3023)

Lack of trust I’m aware of applications for benefits being sabotaged, small elements in the DWP [Department
for Work and Pensions] department that were racist to prevent and de-lay applications amongst
minority ethnic people. So, I’m very aware of how information could be used against you.’ (2014,
interview notes)
‘I think we’re living in very untrustworthy, very cynical times, and all I’m trying to do is just
protect myself and my son especially, because he’ll be more vulnerable with his disabilities, so
that’s all I’m trying to do, really.’ (2023)

Fear of being perceived as
evasive

‘Then at the same time you feel, if I don’t fill that form, will they think I’m trying to hide
something?’ (2004)

Selectively sharing or in-
consistently providing in-
formation

‘I avoid sharing ethnicity information when I can, I’m not 100% confident about where my
information will be used and shared and if it will be taken in a positive perspective. I just say that
I’m Black African Caribbean and Black other so it’s a bit purposefully vague.’ (2014, interview
notes)

Experiences of Racism
(online)

‘I think it’s just a toxic environment and I’ve had experience of very negative, racist comments
and abuse on social media.’ (3020)
‘I don’t think you’ll get treated any better. If somebody is a racist, they’re going to be a racist
regardless of your data. It’s all a tick-box exercise. I don’t like those things without substance,
things that don’t have a purpose.’ (1045)

Experiences of Racism
(offline)

‘Because I’ve been asked my name on many an occasion, I’ve been searched... I’ve been asked to
do all sorts of stuff on many an occasion that is a breach of my privacy. A personal breach of
my privacy. So, I’m reluctant to just give my name out willy-nilly or my details out willy-nilly.
Even signing that document [participant consent form] that you’ve given me I was thinking twice
about at one point, but I thought no, it’s for the greater good so it’s fine.’ (3020)
‘One of my daughters wears a hijab and the other ones don’t, and I still feel very like, oh, my
gosh, I’ve got to make her grow a backbone because I don’t know how that’s going to affect her.’
(1045)’

Frustrations at profit mo-
tives linked to data collec-
tion

‘Personal information about me has been disclosed without my consent due to collection of
cookies and selling data. Not sure where it goes – we are giving our data for free and they sell it
off and this is unsettling’ (3007, Interview notes)
‘I think they changed the right to your health data. So the information that the doctor has about
you was now open to everybody for the government to sell off to private companies.’ (2010)

Feeling powerless and
forced to comply

‘Migrants that come in that are going through the asylum process or the refugee process, they’re
too scared to say anything. They just want to keep their heads down. Not because they’re illegal
or anything, but even if they’re illegal they still have rights too.’ (2007)

Lack of choice – forced to
comply

‘I think the value, if it’s used in a positive way, outweighs the negative because if you can point
out there’s an issue here within this group of people that they should be aware of, and just let
them know. Say, “Look, this is what we’ve found. We think the issue has stemmed from this”...
but it should all be about choice really.’ (2010)
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Initial coding themes Example quote(s)/description
(n.b. some quotes may be coded under multiple themes)

Lack of transparency I could understand if for example you find that in diabetes there are more people from the African,
South Asian descent who are likely to suffer diabetes, I would understand that. But there are
some times whereby they are asking you of your ethnicity, and you’re thinking, why do you need
that information anyway?’ (2004)

Fear of surveillance and
tracking across platforms

‘Also it’s like when you’re going shopping, you have those loyalty cards, before, because I worked
in a supermarket at one time, before I knew, I used to - [...] - so you are using that, you’re thinking,
I will accumulate so many points, not knowing that they see your shopping habits. This is how
you shop, and it’s like big brother looking at you, what you are doing.’ (2004)

Engaging in self-
censorship

‘I think websites that dig into personal information more than is needed. ... Personal data most to
me is like address, bank detail, disability – things that are not necessary for people to know, you
know when it’s not the point of our discussion. I only tell you if I feel they need to know.’ (2017)
‘I try not to interact with people who have strong opinions online’ (1045)
‘I’m very careful because social media has shown all of us. We’ve seen to what extent social
media can be very, very good, and can be bad. I am very cautious now. I’m very cautious. I try to
limit what I say’ (3016)

Lack of ‘human’ contact ‘They always tell me, ’Why do you walk in here? There’s an app, why don’t you do that?’ I say,
for me, when I am there, I can’t express my urgency, I can’t say my reason really, because most
of the things are drop down, choose, so you can’t - they give you the option of three or four and
none of the options is what you want to say’ (2013)
‘I find it easier to speak to the GP face to face – feel more confident trying to speak than go online.
So I phone the GP, first thing in morning, on hold for 30 minute sometimes, struggled to get an
appointment sometimes. Nobody’s ever said that I should use the online service.’ (4011)
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Figure 1: Thematic mapping
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