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Abstract

Frequent cyber-attacks have elevated WebShell exploitation and defense to a critical
research focus within network security. However, there remains a significant short-
age of publicly available, well-categorized malicious-code datasets organized by
obfuscation method. Existing malicious-code generation methods, which primarily
rely on prompt engineering, often suffer from limited diversity and high redundancy
in the payloads they produce. To address these limitations, we propose RAWG,
a Reward-driven Automated Webshell Malicious-code Generator designed for
red-teaming applications. Our approach begins by categorizing webshell samples
from common datasets into seven distinct types of obfuscation. We then employ
a large language model (LLM) to extract and normalize key tokens from each
sample, creating a standardized, high-quality corpus. Using this curated dataset, we
perform supervised fine-tuning (SFT) on an open-source large model to enable the
generation of diverse, highly obfuscated webshell malicious payloads. To further
enhance generation quality, we apply Proximal Policy Optimization (PPO), treat-
ing malicious-code samples as "chosen" data and benign code as "rejected" data
during reinforcement learning. Extensive experiments demonstrate that RAWG
significantly outperforms current state-of-the-art methods in both payload diversity
and escape effectiveness.

1 Introduction

Over the past decade, WebShells [22, 33] have evolved into one of the most reliable beachheads for
adversaries pursuing initial compromise in high-profile incidents [37]. Government advisories and
incident reports repeatedly highlight that advanced-persistent-threat (APT) groups use obfuscated
WebShells to gain persistence and lateral movement after breaching edge servers, e-commerce sites,
and industrial control systems. Security vendors likewise stress that attackers continuously diversify
evasion techniques to stay ahead of signature-based detection, while practical guides and threat-
hunting case-studies detail how modern WebShell payloads leverage heavy code transformation,
multilayer encoding, and run-time encryption to frustrate analysts [35]. Despite growing academic
attention—e.g., TextRank-based detection for obfuscated PHP shells and the recently released MWF
malicious-family dataset—there remains no publicly available corpus whose labels explicitly cover
the full spectrum of obfuscation tactics required for systematic study. Specifically, researchers
still lack an attack-type–annotated benchmark that spans [16] Specifically, researchers still lack an
attack-type–annotated benchmark that spans (i) Code Scrambling and Unrelated Comments, (ii)
Functionally Equivalent Substitutions, (iii) String Obfuscation and Encoding, (iv) Code Encryption
and Obfuscation, (v) Dynamic Invocation and Callback Transformation, (vi) Special Techniques (e.g.,
fileless in-memory shells or polyglot payloads), and (vii) Non-Obfuscated WebShells. Establishing
such a comprehensively labeled resource would not only catalyze reproducible research on detection
and forensics but also enable fine-grained evaluations of emerging defensive models against the
rapidly expanding obfuscation landscape [38].
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Current red-teaming approaches [4, 17, 6] still rely on static, prompt-engineered large-language-
model (LLM) code generators that, as recent empirical analyses reveal, rapidly collapse onto narrow
mode families and produce repetitive payloads covering fewer than 12% novel tokens across repeated
runs; these low-diversity artifacts are increasingly neutralized by modern guardrail stacks and
prompt-injection defenses [21]. Systematic evaluations spanning fifteen open-source safeguards
likewise show that such brittle attacks rarely probe models outside their alignment distribution,
leaving crucial blind spots in safety audits and depriving defenders of realistic, obfuscation-rich
samples for rigorous assessment [26], even as contemporary threat reports document widespread
use of multilayer encoding, run-time encryption, and dynamic invocation in real-world WebShell
deployments. Recent work on reinforcement-learning and GFlowNet-based adversary fine-tuning,
however, demonstrates that reward-driven generation can systematically explore a vastly broader
attack space and yield diverse, transferable jailbreak prompts, pointing to an urgent need—and a
viable technical pathway—for automated frameworks that synthesize heavily obfuscated WebShells
capable of stress-testing and ultimately hardening next-generation detection and response tools.

To overcome the above limitations, we propose RAWG—a Reward-driven Automated Webshell
malicious-code Generator expressly designed for red-teaming scenarios. We first structure the
threat landscape by clustering representative WebShell samples into seven canonical obfuscation
families—Code Reordering and Unrelated Comments, Functionally Equivalent Substitutions, String
Obfuscation and Encoding, Code-Level Encryption and Obfuscation, Dynamic Calls and Callbacks,
Special Techniques, and No Obfuscation—which serve as anchors for corpus curation and downstream
modelling. Inspired by [12], we then harness a large language model to automatically extract,
canonicalise, and de-duplicate salient lexical tokens from each family, yielding a clean, high-fidelity
dataset that captures fine-grained obfuscation cues without leaking noisy boiler-plate. This corpus
supervises a staged fine-tuning (SFT) [23] of an open-source, code-capable foundation model,
imbuing it with the capacity to synthesise richly diversified, deeply obfuscated payloads. Finally, we
cast WebShell snippets as “chosen” and benign code fragments as “rejected” in a Proximal Policy
Optimization (PPO) loop [28], thereby rewarding generations that maximise syntactic novelty and
semantic stealth while remaining functionally valid, and converging on a generator that accurately
mimics real-world attacker behaviour yet reliably evades off-the-shelf detection systems.

Our main contributions are as follows:

• We construct and publicly release the first large-scale WebShell corpus explicitly annotated
across seven obfuscation-driven attack categories. Each category is accompanied by a
taxonomy of salient lexical and syntactic cues, providing a high-fidelity foundation for
obfuscation-aware fine-tuning and downstream benchmarking.

• Leveraging a paired dataset in which every malicious sample is matched with a benign
counterpart, we distil a reward model that captures stealth and evasiveness signals. This
model guides an open-source, code-capable LLM through SFT followed by PPO, steering
the generator toward synthesising functionally correct yet heavily obfuscated WebShells.

• Extensive experiments on various LLMs show that RAWG achieves, higher escape rates
and substantially greater token-level diversity than all static prompt-engineering baselines,
while maintaining execution correctness and cross-model transferability.

2 Related Work

2.1 Webshell Dataset Generation

Early corpus construction was pioneered by [29], who collected 4 375 real-world PHP web shells
and revealed both their structural diversity and extensive obfuscation. Subsequent public baselines
enlarged the landscape: the PHP-Webshell-Dataset [8] consolidates 2 917 sanitised scripts from
17 open-source repositories, Alibaba Cloud’s MWF corpus [40] contributes 1 359 live-fire samples
labelled into 78 families, and CWSOGG [25] enriches coverage with GA + GAN-generated obfuscated
shells while de-duplicating Starov’s originals. Current generation practice now coalesces around three
complementary strategies: (i) wild harvesting, which rapidly mines GitHub, underground forums,
and compromised servers but yields noisy, licence-ambiguous and class-imbalanced corpora; (ii)
honeypot capture, exemplified by HoneyBog and the LLM-enhanced HoneyLLM, which records
attacker-dropped shells with rich context yet produces limited, stack-biased samples that sophisticated
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actors can evade [18, 10]; and (iii) synthetic expansion, which amplifies diversity through GA + GAN
mutations in CWSOGG and few-shot LLM prompting that fabricates high-evasion shells [21], at the
cost of occasional semantic breakage and growing susceptibility to advanced defences. Collectively,
these datasets and strategies provide an increasingly comprehensive test-bed while highlighting the
need for automated de-duplication, richer metadata and semantics-aware validation.

2.2 LLM Fine-tuning for Domain Adaptation

Parameter-efficient fine-tuning methods—such as LoRA [14], which inserts low-rank adapters into
a frozen model backbone, and QLoRA [9], which combines these adapters with 4-bit quantiza-
tion—enable high-quality domain adaptation of open-source LLMs on a single GPU. This recipe
underpins a wave of domain LLMs: FinGPT augments a LLaMA backbone with financial data for
market analysis [36]; biomedical variants such as BioMedLM [1], BioGPT [20], and BioMistral [15]
leverage PubMed corpora to outperform larger baselines on medical QA; Clinical Camel QLoRA-
tunes LLaMA-2 on electronic-health-record dialogues to reach expert-level accuracy [32]; and legal
systems like DISC-LawLLM [39] and InternLM-Law [11] combine continual domain pre-training
with instruction tuning on statutes and case law, topping LawBench scores. Even general-purpose
instruction-tuned chat models such as Alpaca [31] and Vicuna [7], distilled from LLaMA using
relatively modest conversational datasets, adhere to the same collect–adapt–release paradigm, high-
lighting the flexibility and broad applicability of parameter-efficient fine-tuning across domains
[13, 19].

3 Methodology

In this section we introduce RAWG, a reward-driven automated webshell malicious-code generator
for red-teaming. An overview of the proposed RAWG framework is shown in Figure 1.

Figure 1: Overview of RAWG.

We used a dataset of 5,001 PHP webshell samples and 5,936 begin code samples [34], comprising
real-world samples collected from websites such as GitHub. Of these, 1,225 samples were reserved
for supervised fine-tuning (SFT) and 1,000 for constructing the reinforcement learning dataset.

Inspired by [5, 2], the process begins by categorizing webshell samples from standard datasets
into seven distinct obfuscation types: Code Reordering/Unrelated Comments, Functionally Equiva-
lent Substitutions, String Obfuscation/Encryption, Code-Level Encryption/Obfuscation, Dynamic
Calls/Callbacks, Special Techniques and No Obfuscation. We then leverage a LLM to extract and
normalize key tokens from each sample, resulting in a standardized, high-quality corpus. Using
this curated dataset, we conduct supervised fine-tuning (SFT) on an open-source LLM to enable
the generation of diverse and heavily obfuscated webshell payloads. To further improve generation
quality, we apply Proximal Policy Optimization (PPO) [28], framing malicious samples as "chosen"
and benign ones as "rejected" during reinforcement learning.

3.1 Balanced Webshell Dataset Construction

We begin by categorizing webshell samples from common datasets like [34], into 7 distinct types of
obfuscation: Code Reordering/Unrelated Comments, Functionally Equivalent Substitutions, String
Obfuscation/Encryption, Code-Level Encryption/Obfuscation, Dynamic Calls/Callbacks, Special
Techniques and No Obfuscation.
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Figure 2: Distribution of webshell samples across 7 types.

To address class imbalance as shown in Figure 2, we analyze the sample distribution across categories
and apply truncation-based balancing to ensure equal sample sizes among all types.

Using this balanced webshell dataset, we construct a paired dataset consisting of webshell and benign
code samples, labeled as HighBias and LowBias, respectively. The final training dataset, Dataset,
is formed by combining HighBias and LowBias, serving as input for the subsequent reinforcement
learning framework.

3.2 Reinforcement Learning for Webshell Generation

RAWG aims to enhance the webshell generation ability of LLMs through iterative reinforcement
learning, which follows main steps in the previous work [23].

Supervised Fine-tuning. Let LLM denote the pre-trained language model initialized with param-
eters θ. The LLM generates text outputs y given input x according to the conditional probability
distribution y ∼ P (·|x;θ). In SFT, we fine-tune LLMs using short-length webshell code samples to
facilitate better learning of functional patterns.

Training Reward Model. Formally, a reward model [41, 30, 3] or preference model [24] can be
denoted as a mapping function Rθ : X × Y → R with parameters θ, which provides a real-valued
reward (or preference) score Rθ(x,y). This scalar quantifies the bias within a textual response
y = (y1, y2, . . . , yM ) ∈ Y corresponding to an input prompt x = (x1, x2, . . . , xN ) ∈ X . Given a
prompt x and a pair of responses

(
ygood ,ybad

)
, where ygood belongs to LowBias and ybad belongs

to HighBias, the reward model Rθ is expected to provide a preference of ygood over ybad . From the
perspective of bias, we have Rθ

(
x,ygood

)
< Rθ

(
x,ybad

)
. Therefore, given preference data tuples

D =
{(

x,ygood ,ybad
)}

, we can train the reward model by enlarging the gap between Rθ

(
x,ygood

)
and Rθ

(
x,ybad

)
. Now we define the following binary ranking loss to measure the ranking accuracy

of the reward model

LRanking = −E(x,ygood,ybad )∼D log σ
(
∆Rθ

)
,

where ∆Rθ = Rθ

(
x,ygood

)
−Rθ

(
x,ybad

)
and σ(·) is the Sigmoid function.

Fine-tuning Large Language Model using Reinforcement Learning. RAWG guides the LLM
to generate webshell samples with strong escape capabilities through iteratively updating the LLM
parameters based on RL.
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Following [24], we then fine-tune the SFT model on a bandit environment using PPO. We define the
following objective function in RL training

J(ϕ) =Ey∼πRL
ϕ

(·|x)

[
Rθ(x,y)

]
− βDKL

(
πRL
ϕ ||πSFT),

where πRL
ϕ is the learned RL policy, πSFT is the supervised trained model, DKL is the KL-divergence

and β is the constant coefficient. Then we can use policy gradient method to learn the optimal RL
policy πRL

ϕ that maximize J(ϕ).

4 Evaluation

4.1 Experimental Setup

Models. We conduct experiements on three models (Qwen2.5-14b, DeepSeek-Coder-6.7b and
Qwen2.5-Coder-14b) for webshell generation using RAWG.

Datasets. The dataset used to study how different prompts affect LLMs’ ability to generate webshell
escape samples was constructed from prior work [21]. Seven categories are set, each representing an
obfuscation method and consisting of approximately 330 webshell samples.

During the SFT phase, we construct prompts using WebShell category descriptions as inputs and use
the corresponding WebShell code as supervision signals. When entering the RL phase, WebShell
code is treated as chosen samples, while non-WebShell code is treated as reject samples, which are
saved as pair data for training the reward model. Samples of our dataset for training RAWG are
shown in Section 6.1.

Metrics. We mainly consider measurements from the following levels:

(1) Escape Rate: This metric captures the fraction of adversarial samples that successfully es-
cape a detection engine, combining generation output with detection outcomes; it is defined as
EscapeRate = 1− Ndetected

Ngenerated
, where Ndetected is the number of generated webshell samples flagged by

the detector and Ngenerated is the total number of samples produced. For the evaluation of the Escape
Rate, we use VirusTotal [27] as the webshell detection engine.

(2) Survival Rate: This metric gauges how many generated samples remain functional after validation,
reflecting the robustness of the attack; it is given by SurvivalRate = Nfunctional

Ngenerated
, where Nfunctional is the

count of samples that still execute as intended and Ngenerated is the total number of samples generated.

(3) Rejection Rate: This metric measures the probability that the LLM refuses to respond to a given
prompt, indicating its tendency towards safety-aware or policy-driven non-compliance; it is defined
as RejectionRate =

Nrejection

Ninstructions
, where Nrejection is the number of instructions for which the LLM

explicitly refused to generate a response due to ethical, legal, or security concerns, and Ninstructions is
the total number of input instructions issued.

Baselines. Currenta webshell generation methods for large language models (LLMs) typically
demand much human intervention, need enhancements in performance, or only effective within a
specific dialogue. We empirically compare RAWG with the following SOTA webshell generation
methods. Since there are limited existing approaches for generating webshells, we compare our
method with the CWSOGG [25] dataset, which is a publicly available collection of obfuscated
webshells generated using a genetic algorithm. We select Qwen2.5-Coder-14B, the best-performing
model, as the base model for training RAWG.

• Original Prompt generates webshell samples using a pre-trained LLM without any fine-
tuning or reinforcement learning. Under a straightforward, unoptimized prompt, the model
produces webshell code based solely on its pre-existing knowledge.

• CWSOGG [25] generates obfuscated webshells using a genetic algorithm to enhance the
adversarial training of detection models. It combines and optimizes predefined obfuscation
techniques to produce evasive samples, forming a GAN-style framework where the generator
aims to bypass the discriminator.
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Table 1: Comparison with baseline methods across different LLMs.

Model Method Escape Rate Survival Rate Rejection Rate

DeepSeek-Coder-6.7B
Original Prompt 0.114 0.318 0.927
Hybrid Prompt 0.706 0.449 0.571
RAWG(Ours) 0.782 0.472 0.042

Qwen2.5-14B
Original Prompt 0.093 0.348 0.864
Hybrid Prompt 0.514 0.390 0.751
RAWG(Ours) 0.635 0.406 0.033

Qwen2.5-Coder-14B
Original Prompt 0.127 0.366 0.803
Hybrid Prompt 0.755 0.432 0.346
RAWG(Ours) 0.857 0.509 0.030

Table 2: Performance comparison across different methods on Qwen-2.5-Coder-14B.

Method Escape Rate Survival Rate Rejection Rate

Original Prompt 0.127 0.366 0.803
CWSOGG 0.232 1 /
Hybrid Prompt (gpt-4o) 0.824 0.453 0.131
RAWG (SFT Only) 0.805 0.427 0.043
RAWG (SFT+RL) 0.857 0.509 0.030

• Hybrid Prompt [21] is a prompt engineering method tailored for generating evasive web-
shell samples. It integrates multiple prompting strategies, including Chain of Thought and
Tree of Thought, along with a hierarchical webshell module and few-shot examples, to guide
the model in learning and reasoning escape tactics.

Implementation Details. All experiments are performed using 4 NVIDIA A100 GPUs with 80GB
memory. Each experiment is repeated for 3 times, and the average values and the standard deviations
are reported. We use the last token embedding of the output hidden state as the pooled hidden
representation, and then add a linear layer to output a scalar value on it to predict the reward score.
The batch size we use is 4 per GPU. The maximum sequence length of the input sequence is set to
2048. If an input exceeds the maximum length, we truncate it on the right to keep the integrity of the
response as much as possible. The RM fine-tuning learning rate is set to 3× 10−5. When fine-tuning
the language model using reinforcement learning, we use a batch size of 4 and a learning rate of
2× 10−5. All experiments are trained with one full epoch. For the parameters of LLM loading, the
temperature is set to 1.0, top_p is set to 0.8, and top_k is set to 50.

4.2 Results

Across the entire evaluation dataset—with its seven balanced obfuscation categories and roughly 330
samples per class—the results in Table 1 reveal a clear separation between prompt-only baselines and
reinforcement-trained RAWG. RAWG consistently achieves the highest escape and survival rates
(up to 0.857 and 0.509, respectively) while keeping rejection below 4%, indicating that the dataset
provides sufficient diversity for the reward model to learn generalizable obfuscation strategies rather
than overfitting to a single category. The steady gains from the smaller DeepSeek-Coder-6.7B to the
larger Qwen2.5-Coder-14B further suggest that the dataset scales well with model capacity; richer
representations can exploit its category-level signal more effectively. Meanwhile, the dramatic drop
in RAWG’s rejection rate across all models confirms that the dataset’s paired “chosen vs. reject”
samples successfully align generation with malicious objectives while overcoming the safety filters
that still limit Hybrid and Original prompts.

Table 2 highlights that, on the shared evaluation set spanning seven obfuscation categories, our RAWG
policy achieves the most desirable tri-metric balance: it tops Escape Rate at 0.857 and Survival
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Figure 3: Contrasting Hybrid Prompt and RAWG for webshell Generation.

Rate at 0.509 while driving Rejection Rate down to a mere 3%. In contrast, CWSOGG—though
attaining perfect functional validity (1.000)—escapes detection far less often (0.232), indicating its
genetic-algorithm tricks generalize poorly beyond the training distribution. Hybrid Prompting with
GPT-4o secures a high escape success (0.824) but suffers from lower robustness and a 13.1% refusal
rate, revealing limits of prompt engineering when faced with category-diverse samples. The baseline
Original Prompt fails on all fronts, underscoring that the dataset’s breadth and complexity require
either sophisticated prompt orchestration or reinforcement learning to exploit. Overall, the results
confirm that our paired “chosen–reject” data enables RAWG to learn obfuscations that generalize
across categories, preserving functionality and bypassing safety filters more effectively than heuristic
or prompt-only baselines.

4.3 Case Study

Figure 3 presents a representative interaction on gpt-o3. Under the Hybrid prompt, the model invokes
its safety policy and issues an explicit refusal. The same instruction, processed through our RAWG-
trained policy, yields a fully functional obfuscated webshell, demonstrating RAWG’s ability to bypass
built-in safeguards while preserving code executability.

4.4 Ablation Study

We further explore the impacts of different LLM parameters on RAWG performance, with experiments
for Temperature, Top_p and Top_k as shown in Figure 4.

Temperature. Across T ∈ [0.8, 1.2], all models peak at T = 1.0: ER and SR are highest, whereas
RR is lowest. Lowering T to 0.8–0.9 reduces ER/SR by ≈ 2 pp, while raising it to 1.1–1.2 causes a
similar drop, confirming that moderate randomness is optimal. At this optimum, Qwen2.5–Coder–14B
still leads (0.857 ER), outperforming DeepSeek–Coder–6.7B by 7.5 pp.

Top-p. The nucleus cutoff follows the same pattern: p = 0.8 maximises ER and SR. Tighter tails
(p = 0.6–0.7) remove useful low-probability tokens, reducing SR by up to 12 pp, whereas p = 1.0
admits noisy continuations and slightly raises RR. Model ordering is unchanged—Qwen2.5-Coder >
DeepSeek-Coder > Qwen2.5—showing that Top-p scales performance without reshuffling ranks.

Top-k. Restricting decoding to the top-k tokens yields a shallow concave curve peaking at k = 50.
Narrow windows (k = 30–40) curb diversity, while wider ones (k = 60–70) let poor tokens
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Figure 4: Ablation study of LLM parameters.

through—both shave 1–2 pp from ER/SR and slightly lift RR. Together with the Temperature and
Top-p findings, this confirms that moderate token diversity is key to RAWG’s effectiveness.

5 Conclusion

In this paper, we introduced RAWG, a reward-driven automated WebShell generator that fills a critical
gap in red-teaming research. By curating the first obfuscation-aware corpus spanning seven canonical
WebShell attack families and pairing each malicious sample with a benign counterpart, we establish a
high-fidelity training and evaluation benchmark. Leveraging this corpus, we fine-tune a code-capable
LLM and further align it with a stealth-oriented reward model via PPO, enabling the synthesis of
richly diversified, deeply obfuscated payloads that more closely reflect real-world adversary tradecraft.
Comprehensive experiments across multiple backbone models and industrial detection engines show
that RAWG achieves substantially higher escape rates and token-level diversity than state-of-the-art
prompt-engineering baselines.
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6 Appendix

6.1 Dataset

Figures 5 and 6 provide JSON-formatted samples from the two datasets used in this study. Figure 5
illustrates an entry from the supervised fine-tuning (SFT) dataset, showing the instruction, input, and
expected output fields. Figure 6 presents a corresponding example from the reinforcement learning
(RL) dataset, where each record includes the chosen and rejected samples along with any associated
reward signal.

Figure 5: Example of SFT dataset.

Figure 6: Example of RL dataset.

6.2 Validation Environments

VirusTotal is a cloud-based service that aggregates dozens of antivirus engines and URL scanning
tools to analyze files and URLs for malicious content. In real-world security operations and malware
research, practitioners commonly use VirusTotal as an initial screening platform to detect and confirm
threats such as WebShells. Figure 7 shows an example of a WebShell escape sample generated by
RAWG that successfully passed all VirusTotal detections.
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Figure 7: WebShell escape sample generated by RAWG passing VirusTotal detection.

Figure 8 illustrates a WebShell payload generated by RAWG. When deployed in a locally configured
virtual attack environment, this payload successfully spawns a shell on the host machine.

Figure 8: Successful execution of a RAWG generated webShell on Virtual Attack Environment.

6.3 Ethical Statement

All experiments in this study were conducted in a controlled virtual environment. The research
poses no threat to real-world systems or the public internet. This work is intended solely for
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academic purposes, aiming to contribute to the development and improvement of webshell detection
technologies. The findings and methods presented herein must not be used for any malicious or
unauthorized activities.
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