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WhatsApp and many other commonly used communication plat-
forms guarantee end-to-end encryption (E2EE), which requires that
service providers lack the cryptographic keys to read communi-
cations on their own platforms. WhatsApp’s privacy-preserving
design makes it difficult to study important phenomena like the
spread of misinformation or political messaging, as users have a
clear expectation and desire for privacy and little incentive to forfeit
that privacy in the process of handing over raw data to researchers,
journalists, or other parties.

We introduce Synopsis, a secure architecture for analyzing mes-
saging trends in consensually-donated E2EE messages using mes-
sage embeddings. Since the goal of this system is investigative
journalism workflows, Synopsis must facilitate both exploratory
and targeted analyses—a challenge for systems using differential
privacy (DP) [1, 2], and, for different reasons, a challenge for pri-
vate computation approaches based on cryptography. To meet these
challenges, we combine techniques from the local and central DP
models and wrap the system in malicious-secure multi-party com-
putation to ensure the DP query architecture is the only way to
access messages, preventing any party from directly viewing stored
message embeddings.

Evaluations on a dataset of Hindi-language WhatsApp mes-
sages (34,024 messages represented as 500-dimensional embed-
dings) demonstrate the efficiency and accuracy of our approach.
Queries on this data run in about 30 seconds, and the accuracy of
the fine-grained interface exceeds 94% on benchmark tasks.

1 INTRODUCTION
WhatsApp is the dominant messaging app in the majority world,
with nearly three billion monthly active users in 2024 and reported
market share in 2022 of 98.9% in Brazil and 97.1% in India [3].
Given its prevalence, journalists and researchers frequently seek
to analyze messaging behavior on WhatsApp, especially during
politically charged times like elections and other important events.

It is difficult, even in ideal circumstances, for researchers to gain
access to social media messaging data, but it is especially difficult
in the case of WhatsApp due to WhatsApp’s use of end-to-end
encryption (E2EE) [4, 5]. In E2EE, the messaging service provider
does not possess the cryptographic keys to read message contents;
these are held solely by the “end” users of the communication.

The privacy of this communication makes it both more difficult
and more important to identify trends in these communications. In
many recent elections, WhatsApp communications played a major
role in both mainstream campaigning and also in the spread of
misinformation [6–9]. Researchers have surfaced two major angles
by which analysis of WhatsApp activity is possible.

The first approach to researching WhatsApp activity (both for
scientific and journalistic purposes) is using publicly accessible
data or group chats with public invitation URLs [10–12], under
the assumption that these public groups have minimal privacy
expectations. However, there is reason to believe that behavior
in private groups differs significantly from that in public groups,
where observer effects and self-censorship likely played a non-
trivial role. Since the majority of WhatsApp messages are sent as
direct messages or in small private groups rather than in public
groups [13, 14], analysis of WhatsApp activity that is limited to
public groups is likely to be non-representative of the full spectrum
of on-platform activity, and excludes private communications.

A second possible solution to issues of access and observation
of WhatsApp activity is data donation. While some donations are
limited to individual messages and function more like a tipline
[15, 16], some newer approaches to data donation are longer-term.
Under the terms of consensual donation agreements brokered by
researchers and data stewards, donors make an informed decision
to provide researchers with ongoing automated access to some or all
of their messaging data. This sort of data has already proven useful
in studies about platforms and political speech online [17–19].

However, data donation also poses privacy concerns. A naive
approach to data donation simply gives the researcher full access
to all messages the donor has sent or received on WhatsApp. This
text messaging data is high-sensitivity for several reasons: First, the
dataset includes text messages that may have been donated by the
receiver of a message without the message sender’s consent. Second,
the text messages were not previously available to any third parties
including the service provider due to end-to-end encryption, so
their analysis by a researcher reflects a significant change from the
status quo. Third, the dataset is likely to include a significant amount
of information in miscellaneous text messages that is not relevant
to any particular journalistic investigation. And fourth, the dataset
will likely contain sensitive political discussions of the messages
involved, and may carry legal risk to both the senders/receivers of
the messages, the data donors, and the researchers, depending on
the local laws regarding political content.

This raises the following question: What is the right way to pro-
vide privacy to donated E2EE messages while still enabling research?

In the naive approach to data donation, the data donor (an “end”
of the end-to-end encryption) relays all messages she receives to a
researcher for analysis. The researcher retains the raw or lightly-
redacted message data, analyzes it, and possibly releases partially-
redacted versions of the dataset to others. Indeed, this approach is
used by some researchers researching WhatsApp texts [18, 19] and
internet browsing behavior [20, 21].

https://arxiv.org/abs/2505.23880v1
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However, privacy protections for full donated messages against
researchers or journalists are thin, and messages can be used for
purposes other than aggregate analysis. The redaction methods
of these systems use pattern-based detection to remove phone
numbers, addresses, or names [19, 22]. However, this “sanitization”
approach is naturally brittle to non-standard ways of describing
sensitive information.More importantly, pattern-based redaction by
definition does not apply to non-pattern-based notions of sensitive
information (see e.g. [23, 24]), among other issues. Simple AI tools
or reliance on converting messages to “embedding” vectors are also
not sufficient to protect privacy [25]; these embedding vectors are
often reversible to the exact message itself [26–29]. However, these
embedding can be helpful with analysis as embedding models can
be selected to help with multi-lingual datasets, multi-modal datasets
or with datasets with colloquial or short-form writing. A different
approach is required for processing messages in aggregate.

Our system, Synopsis, accomplishes this goal by enabling jour-
nalists to look for trends in message data without ever accessing
individual texts or being in a position to leak information about
them. This also gives platform users the ability to donate their data
for the public good without exposing the contents of their mes-
sages. Journalists are able to write natural language queries and see
counts of howmany semantically similar messages, or whether that
count has reached a threshold, are present in the donated corpus.
In addition to its benefits for private group analysis, our aggregate
privacy-preserving approach also provides an alternative to direct
publication of scraped data from public groups, especially when
there are concerns about the contents of those channels and the
presence or absence of informed consent from group participants.
Synopsis provides stronger privacy protections for individual mes-
sage senders than does straightforward anonymization of account
names and other identifiers—this anonymization approach was
recently adopted by researchers who released a corpus of 2 bil-
lion Discord messages in plaintext, including many messages from
underage users [30, 31].

As shown in Fig. 2, Synopsis enables four types of queries to text
corpora, each conferring different degrees of privacy and accuracy.
These query types are based on three differentially-private (DP)
mechanisms and are implemented under cryptographic protection
of malicious-secure multi-party computation.

Synopsis’s “fine-grained” query regime in the central DP model
allows researchers to issue targeted queries to an unperturbed and
encrypted dataset; resulting counts of matching elements are noised
before release, burning “privacy budget.” A complementary “coarse-
grained” query regime in the local DP model allows researchers
to issue an unbounded number of queries to a perturbed and en-
crypted dataset of message embeddings. This regime is ideal for
consistent observation and exploratory data analysis, but is less
accurate overall and tends to overestimate results (see Sec. 5.3.3).
Taken together, these regimes permit queriers to flexibly toggle
between exploratory and targeted analysis modes while preserving
the privacy of message contents and senders.

Synopsis is one part of a larger system of investigative data
journalism tooling, called WhatsAppWatch. The tool is already in
place to allow researchers and journalists to monitor and query data
donations from public WhatsApp groups. Data usage agreements

for the public data used for this study were conducted within the
structure of this existing tooling.

1.1 Our contributions
In this work, we design and implement Synopsis, a privacy-preserving
system that permits trend-based analysis of text message data re-
ceived from clients of an end-to-end encrypted messaging applica-
tion. Our technical contributions are as follows:

• Methodology for designing our privacy-conscious ar-
chitecture for the under-examined use case of data
journalism. In Sec. 4, we lay out our methodology for
deciding on the appropriate architecture for investigating
trends in corpora of E2EE messages, including differential
privacy (DP) over messages and cryptographic protections
via malicious-secure multi-party computation (MPC). We
conduct a stakeholder analysis and discuss the subtle de-
sign considerations resulting from this analysis. We further
discuss why we believe the consensual data donation model
is an appropriate choice for E2EE message analysis, why
it should be considered best practice to provide technical
privacy protections to those consensual donations, which
technical protections to provide, and how to balance this with
the need for useful outputs.

• Secure architecture design for enabling privacy-preser-
ving semantic trend analysis.We provide a flexible query
algorithm utilizing a combination of central and local dif-
ferential privacy (DP), and malicious-secure multi-party
computation (MPC), as described in In Sec. 5. We provide
four query types:
– Fine-grained count queries (FC) for high-accuracy central-

DP trend data, spending 𝜖𝐶 privacy budget per query.
– Fine-grained threshold queries (FT) for high-accuracy

central-DP queries. These queries return a Boolean re-
sponse: “1” if the count of matching messages exceeds
a threshold, and “0” otherwise. FT queries spend 𝜖𝑇
privacy budget only if the query returns 1.

– Coarse-grained count queries (CC) for low-accuracy
local-DP trend data; no budget spend per query.

– Coarse-grained threshold queries (CT) for low-accuracy
local-DP threshold queries; no budget spend per query.

In all cases, MPC ensures that the only output to the system
is the query result (typically a trend line measuring counts
of donated messages that match a query per epoch—see
Fig. 1 for an example). This design permits both exploratory
and targeted trend analysis while providing privacy and
security to the message database and donors.

• Implementation, usage scenario, and deployment. In
Sec. 6 we discuss implementation and provide a demonstra-
tion of Synopsis through testing on a real world corpus of
donatedWhatsApp messages from public chats. Our code is
available and open-source.1 Trend lines from an exemplar
investigation are shown in Fig. 1.

1Prototype code available here: https://github.com/digital-witness-lab/synopsis

https://github.com/digital-witness-lab/synopsis
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Figure 1: Comparison of fine-grained and coarse-grained analyses of Ram temple-related messaging rates from June 2023
to February 2024. Fine-grained and plaintext trendlines show daily counts; the coarse-grained trendline shows a centered
7-day rolling average. We discuss the reasoning for the CC queries’ overestimate of the FC queries—the effect of “surrounding”
vectors that are nearby but not within the query radius—in Sec. 5.3.3.

2 RELATEDWORK
This work draws on three existing lines of research: (1) investigative
journalism involving end-to-end encryption, (2) private analysis
of text corpora and device data under differential privacy, and (3)
cryptographic protections for data analysis in which the data must
remain confidential to both an external querier and the server
storing the data.

2.1 Investigative Journalism in WhatsApp
WhatsApp has been the subject of significant investigative jour-
nalism efforts, in part because of instances in which inflammatory,
misinformative, or illicit online speech led to serious consequences
offline. For example, in India, doctored or fake videos of the Ram
Temple inauguration (discussed further in Sec. 6.1) and ads for ille-
gal firearms reached millions of users through public and private
chats [32, 33]. Prospective and ongoing measurement of public
WhatsApp groups has demonstrated the scope of political propa-
ganda leading up to elections in Brazil and India from official and
“surrogate” sources as measured in both official and unofficial pub-
lic groups [34–36]. In another form of investigation that is more
retrospective, a journalistic investigation of the spread of specific
misleading videos that led to themurder of journalist Gauri Lankesh
happened years after her actual death, when video documentation
of her death surfaced [37, 38].

For both exploratory and retrospective use cases, compared to
public groups, it is significantly harder to measure the spread of
this messaging in private groups, which are responsible for the
overwhelming majority of WhatsApp messages sent [13, 14]. One
method that has emerged to address these questions is data dona-
tion (e.g. [18, 19]). In the data donation-based WhatsApp Explorer
application [18] (formerly WhatsApp Monitor [19]), one central
server maintains a database of complete full messages; the mes-
sage sender receives a pseudonym; and full message contents are
retained, with the exception of email addresses and phone numbers,
which are redacted via pattern-matched detection in the Google
Cloud Data Loss Protection API [22]. This approach is similar to
the approach taken by the National Internet Observatory, which

measures Internet behavior on an ongoing basis using a browser
extension [20, 21].

2.2 Private text analysis
Early work on constructing private text corpora with limited query
capability focused on the problem of removing personally iden-
tifiable information from medical records accessible to hospital
administrators or external researchers [39, 40]. From these early
works, researchers and practitioners developed a variety of heuris-
tic notions of text privacy that are still in use today, including
rule-based or AI-based text sanitation [40–46].

Differential privacy (DP) [23] drastically reformed many fields of
privacy, including text analysis. As defined in Sec. 3, DP guarantees
that running an algorithm on datasets that are “neighboring” (i.e.,
differing in only one input; see Def. 3.1 and Sec. 4.3.5) does not
change the output of the algorithm too much. The extent of this
protection is parameterized by 𝜖 and 𝛿 as defined in Def. 3.1.

Although much work in DP text analysis treats the notion of
“neighboring” datasets as those that differ by a single word (e.g.,
[47–49]), token (e.g., [50–52]), or sentence (e.g., [53–56]), these
word, token, and sentence-level approaches still reveal a significant
amount of information about individual messages [28, 29, 57]. Addi-
tionally, word- and sentence-level approaches are less applicable to
many modern text analysis methods, since modern language mod-
els are able to “embed” an entire message in a fixed-length, bounded
embedding vector, where there are no one-to-one correspondences
between lexical units (words, sentences) and embedding dimen-
sions. (We also restate that the embedding vector itself does not
provide privacy and, in many cases, can be used to reconstruct the
exact text used to generate it [26–29].) As we discuss in Sec. 4.3.5,
we take our definition of “neighboring” to be text corpora differing
by one message.

DP also admits varying adversarial models, with the two most
common being the following: the standard central model, in which
an external analyst makes queries to a central database (which itself
is held by a trusted curator and therefore stores data in the clear;
and the local model [58], wherein DP guarantees also hold against
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Fine-grained database

Sparse Vector
Mechanism
(𝜖𝑇 /query;
Def. 3.4)

Laplace Mech-
anism (𝜖𝐶 /query;

Def. 3.3)

PrivateProjection
(Gaussian)

Mechanism (𝜖𝑃
once; Def. 3.6)

DP Mechanisms

Coarse-grained database

Coarse-grained Count
Query (CC; Fig. 14)

Coarse-grained Threshold
Query (CT; Fig. 15)

Fine-grained Count
Query (FC; Fig. 7)

Fine-grained Threshold
Query (FT; Fig. 8)

Available Query Types
Malicious-secure MPC

Figure 2: Our architecture: Four query types enabled by three
differentially private mechanisms, all wrapped in malicious-
secure multi-party computation between journalist queriers
and MPC servers run by the data stewards. Technical details
are found in Sec. 5 and design choices in Sec. 4.

the untrusted curator (typically because each data subjects perturb
their inputs locally to provide DP before adding the data to the
database).

2.3 Cryptography for private data analysis
In addition to DP, our analysis in Sec. 4 led us to pursue crypto-
graphic protections for donated E2EE texts beyond DP protections
in order to ensure that the query interface is the only way to access
the text corpus, even for data stewards maintaining the database.

We ultimately implemented our own query architecture using
malicious secure multi-party computation (in the MP-SPDZ library
[59]) after rejecting significantly slower alternatives for generic
private computation with similar security guarantees, e.g. homo-
morphic and functional encryption (see App. C.1).

In Table 1, we chart the existing landscape of methods that permit
queries over data that must remain private to the querier. Synopsis
is the first work to achieve all goals in Table 1 simultaneously. In
particular, arbitrary retrospective queries would not be possible
in works that only permit querying using a fixed set of keywords
known in advance, or works that only enable tracking of the most
frequently occurring messages. Secure sketching works and close
relatives [60–63] come close to the functionality we want: these
approaches enable a querier to obtain aggregate private counts
of particular items, which could be used over epochs to observe
longitudinal trends. However, all of these works only allow queries
for items known in advance ([60]) or for heavy hitters [62, 63]
rather than arbitrary retrospective queries. Other applied cryptog-
raphy works that address information retrieval (e.g. [64–66]) aim
to solve a different problem: enabling a secret query over data held
by a remote server, with the database viewable to the querier. Sim-
ilar issues exist within a vast literature on searchable encryption
that does not match our threat model (e.g. [67–70]); additionally,
we prefer calculations on semantic embeddings to exact keyword
matching on plaintext.

Prochlo [71] is the closest to Synopsis, as it also presents a com-
bined cryptographic and differentially private system for perform-
ing data analysis, following an encode-shuffle-analyze paradigm;
this paradigm could enable both prospective and retrospective
queries. However, it leaves the actual “analysis” generic, instead fo-
cusing on “encoding and shuffling” intake steps. Synopsis answers
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Melis et al. (2015) [60] ✓ ✓
Prochlo (2017) [71] ✓ ✓ ✓ ✓ ✓
P2KMV (2018) [61] ✓ ✓ ✓ ✓
EDB (2019) [72] ✓ ✓ ✓
Honeycrisp (2019) [73] ✓ ✓ ✓ ✓
SANNS (2020) [74] ✓ ✓ ✓
Crypt𝜖 (2020) [75] ✓ ✓ ✓ ✓
Boneh et al. (2021) [62] ✓ ✓ ✓ ✓
Waldo (2022) [76] ✓ ✓ ✓
HERS (2022) [77] ✓ ✓ ✓
Whisper (2023) [63] ✓ ✓ ✓ ✓
Synopsis (this work) ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Works offering cryptographic protection to data that
remains secret to a querier (aside from query output).

the question: What versions of encoding and analysis are sufficiently
useful and private for investigative journalism on WhatsApp?

3 PRELIMINARY DEFINITIONS
∥ · ∥ denotes ℓ2 distance. ∥ · ∥1 denotes ℓ1 distance. dist denotes co-
sine distance, defined below in Def. 3.2. Given a function 𝑓 : R𝑛 →
R𝑘 , we let Sen1 (𝑓 ) be the ℓ1 sensitivity of 𝑓 , that is, Sen1 (𝑓 ) =

max𝑋,𝑌 ∈N𝑛,∥𝑋−𝑌 ∥1=1 ∥ 𝑓 (𝑋 )− 𝑓 (𝑌 )∥1. Let Sen2 (𝑓 ) be analogously
defined for ℓ2 sensitivity. If 𝑋 is a matrix, we say 𝑌 is “neighboring”
to 𝑋 if 𝑌 and 𝑋 differ in at most one row. We note that “count
queries,” in which 𝑓 (𝑋 ) returns a count of rows within 𝑋 that
match an arbitrary predicate, have Sen1 (𝑓 ) = 1. Lap(𝑏) repre-
sents the Laplace distribution with parameter 𝑏, that is the distri-
bution 1

2𝑏 exp(−|𝑥 |/𝑏). N(𝜇, 𝜎2) represents a normal distribution
with mean 𝜇 and variance 𝜎2.

Definition 3.1 ((𝜖, 𝛿)-Differential Privacy (DP; adapted from [23])).
A randomized algorithmM with domain [0, 1]𝑁×ℓ is (𝜖, 𝛿)-differentially
private if for all S ⊆ Range(M) and for all neighboring 𝑋,𝑌 ∈
[0, 1]𝑁×ℓ ,

Pr[M(𝑥) ∈ S] ≤ exp(𝜖) Pr[M(𝑦) ∈ S] + 𝛿.

Definition 3.2 (Cosine similarity and cosine distance ([78] Def.
2.4)). The cosine similarity between two vectors𝑎 and𝑏 isCosSim(𝑎, 𝑏) =

1
∥𝑎∥ ∥𝑏 ∥ (𝑎 · 𝑏) (where · is the dot product), which is also the cosine
of the angle between 𝑎 and 𝑏.

We define cosine distance as dist(𝑎, 𝑏) = 1 − CosSim(𝑎, 𝑏).

Cosine similarity is a standard notion of distance between se-
mantic vector embeddings in natural language processing [78]). See
App. J for additional details on cosine distance.

Definition 3.3 (Laplace Mechanism ([79] Def. 3.3)). Given any
function 𝑓 : N𝑛 → R𝑘 , the Laplace mechanism is defined as
𝑓 (𝑥) + (𝑌1, . . . , 𝑌𝑘 ) where 𝑌𝑖 are i.i.d. random variables drawn from
Lap(Sen(𝑓 )/𝜖). The Laplace mechanism is (𝜖, 0) differentially pri-
vate ([79] Thm. 3.6).
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Definition 3.4 (Sparse Vector Mechanism ([80] Def. 2, adapted
from [81])). Let 𝑋 be a matrix, let 𝑇 be a threshold, and let 𝑓1, 𝑓2,
. . . be a stream of queries over the rows of 𝑋 . Then the sparse vector
mechanism is defined as the following algorithm. Let𝑇 = 𝑇 +Lap(2 ·
Sen(𝑓 )/𝜖). Starting at 𝑖 = 0, let 𝑎𝑖 = 𝑞𝑖 (𝑋 ) + Lap(4 · Sen(𝑓 )/𝜖). If
𝑎𝑖 < 𝑇 then output False and repeat with 𝑖 incremented by 1. Else,
output True and exit. This algorithm is (𝜖, 0)-differentially private
([80] Thm. 1).
Definition 3.5 (Gaussian Mechanism ([79], adapted from [82])).
Given any function 𝑓 : N𝑛 → R𝑘 , the Gaussian mechanism is
defined as 𝑓 (𝑥) + (𝑌1, . . . , 𝑌𝑘 ) where 𝑌𝑖 are i.i.d. random variables
drawn from N(0, Sen2 (𝑓 )

√︁
2 ln(1.25/𝛿)/𝜖). The Gaussian mech-

anism is (𝜖, 0) differentially private ([79] Thm. A.1).
Definition 3.6 (PrivateProjection Mechanism ([83] Alg. 1)). Let 𝑋
be an 𝑛 ×𝑑 matrix with entries between 0 and 1, let parameters 𝜖, 𝛿 ,
and dimensions 𝑘 . The PrivateProjection mechanism is the following
algorithm. Let 𝑃 be a random 𝑑 × 𝑘 projection matrix satisfying
Johnson-Lindenstrauss guarantees [83, 84]. Output 𝑋𝑃 + Δ, where
Δ is a matrix where each element is sampled from N(0, 𝜎2Δ), where
𝜎Δ is a function of 𝜖 , 𝛿 , and 𝑃 given in Eq. (1). PrivateProjection is
(𝜖, 𝛿)-differentially private ([83] Thm. 1).
Definition 3.7 (Malicious-secure Multi-Party Computation (MPC;
adapted from [85])). A protocol Π securely realizes ideal func-
tionality F in the presence of malicious adversaries if for every
real-world computationally-bounded adversary A there exists a
simulator S with corrupt(A) = corrupt(S) such that, for all inputs
for honest parties {𝑥𝑖 : 𝑖 ∉ corrupt(A)}, we have RealΠ,A ({𝑥𝑖 : 𝑖 ∉
corrupt(A)}) ≈𝑐 IdealF,S ({𝑥𝑖 : 𝑖 ∉ corrupt(S)}).

Informally, an MPC protocol among 𝑛 parties “realizes an ideal
functionality” if it ensures that no party gains “extra” information
from the real-world protocol beyond what the ideal functionality
would provide, under cryptographic assumptions.

4 METHODOLOGY FOR PRIVACY
ARCHITECTURE CHOICES

In this section, we describe our analysis of stakeholder privacy and
security concerns in the context of journalistic investigations of
WhatsApp messages. We use that analysis to formulate technical
goals and identify design priorities. The final system, Synopsis, sup-
ports versatile journalistic analysis of E2EE chats at the trend level
only, while providing strong privacy guarantees for data donors
and all members of their chats.

We remark that Synopsis was designed in the context of an
existing tool, WhatsAppWatch, deployed by the data stewards men-
tioned in Sec. 4.1, for donors to automatically donate a subset of
their WhatsApp texts. That tool is already used to support jour-
nalistic investigations. This project began as that organization was
investigating how it should ethically and practically treat donated
WhatsApp messages from private chats, and sought to provide
the highest level of privacy to potentially-revealing messages that
would still enable useful analysis.

4.1 Stakeholder analysis
Webegin by identifying the parties involved in Synopsis: Journalists,
Server Controllers, Data Donors, Other Users, and the Public.

Journalists (Queriers, Clients). Journalists are the parties that
make queries to the Synopsis database. Their ultimate goal is to
obtain useful journalistic insights. We identified three key needs
for this system that would be necessary for this to be the case:

(1) Timely access to information about events unfolding quickly
(e.g. within hours), including “superspreading” messaging.

(2) Ability to perform retrospective investigations (e.g. years
after an event occurred).

(3) Results that are reasonably accurate in a two-sided way—
minimizing false leads while also ensuring that key insights
aren’t missed.

We remark that, for reasons discussed further in App. C.1, it is
technically challenging to enable immediate access to information
and post hoc access to message corpora many weeks or month after
initial collection.

In addition to these needs, we also identified some non-issues
that allowed us to relax certain design constraints. In particular,
we found that trend data is sufficient for many kinds of journalistic
insights. Though more granular information is rarely unwelcome in
journalism, less granular trends have proven sufficiently insightful
while helping balance the ethical responsibility to minimize harm.

Server Controllers (Data Stewards). The designers of WhatsApp
Watch already serve as data stewards for a large volume of donated
WhatsApp data, and maintain both the architecture that enables
message donations and the data itself. These data stewards have on-
going relationships with journalists and data donors on the ground,
and are deeply invested in maintaining long-term trust with both
communities.

With the ultimate goal of building a robust system to enable
hard-hitting investigative data journalism, data stewards aim to
make clear, credible commitments about how data is stored and used,
and back their claims up with evidence.

In order to build a robust system, data stewards must maintain
long-term trust with both journalists and data donors. This starts
with confidently being able to say, “We do not, and cannot, misuse
your data.” In particular, the system must prioritize usefulness for
investigative journalism and also:

(1) Minimize access to raw messages, even for the data stew-
ards themselves.

(2) Minimize the risk of leaks, subpoenas, and re-identification,
where possible.

(3) Minimize infrastructural and computational costs.

Data Donors. Donors voluntarily contribute messages and mes-
sage history of a chosen subset of their WhatsApp groups. They
would like to avoid negative repercussions of data donation.
This imposes the following constraints on the system:

(1) Donation should be consensual and informed
(2) Donation should be easy and smooth
(3) Guarantees about data storage and use must be clear, pre-

cise, and demonstrably robust.
The security and privacy concerns of the data donors were the
highest priority for us—if this system is going to work at all,
it must protect its sources. As we will discuss in Sec. 4.3.1, the
primary goal of our system is to provide this privacy and security
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as much as possible while still allowing these sources to make
donations with a significant external social benefit.

Other Users. These are WhatsApp users who share chats with
data donors, so their data appears in the database even though
they did not consent to the donation itself (similar to how many
journalistic sources report on information about people without
their consent). They are not parties in the protocol itself. We still
wish to preserve their privacy as much as possible, with the same
protection as the data donors’ sent messages. Thus our goal for
this class of users is essentially to preserve the privacy of their
individual messages as much as possible within other constraints.

As we will discuss in Sec. 4.3.5, it may be possible to glean
some information about a particular type of user from the output
of the system: namely, superspreaders whose messages are high-
volume matches for journalist queries. This visibility is a tradeoff
in service of the usefulness of the system, but we emphasize that
the protection afforded by our system is a significant improvement
over the protection of these users’ messages in other WhatsApp
text-monitoring systems, where only lightly-redacted rawmessages
appear in databases in the clear. Research on messaging behavior
indicates that most users send significantly fewer messages than
these high-volume users [86, 87]. Therefore, we design Synopsis to
enable measurement of these high-volume users without impacting
the vast majority of users (and while still providing strong privacy
even to the minority who do send many messages).

Public. The public is not a party of this system in a cryptographic
sense; however, there are significant public interest issues at play. In
some cases, misinformation spread onWhatsApp has directly led to
vigilante killings and other incidents that have negatively impacted
members of the public (e.g. [32, 33, 37, 38]). Simultaneously, we
believe that the public would be negatively affected by a system
that employed surveillance and non-consensual data collection to
perform investigative analysis. We believe that the public’s best
interests are served by ethical, accurate, and timely journalistic
investigations of propaganda and disinformation. (Like the Other
Users, the Public is also not party to the protocol itself.)

Remark. This system balances competing design principles in
our use case for our current stakeholders. However, we strongly
warn that it cannot blindly be extrapolated to other settings with dif-
ferent stakeholders. In particular, in our case the underlyingmessag-
ing provider WhatsApp is not affiliated with the data stewards. The
analysis would be very different when that service provider plays
a role in a Synopsis-like system, in part because service providers
have very different incentives than those analyzed here (including
but not limited to monetization of the service).

4.2 Iterative design process summary
Equipped with this stakeholder analysis, we proceeded to use the
following method to design our system:

(1) Perform the stakeholder analysis above to identify the par-
ties and their constraints, needs, and wants

(2) Choose priorities for the starting point for our design. Our
two highest priorities were (1) the security and privacy of

the data donations, and (2) the ability to obtain useful jour-
nalistic insights from the system. We make two remarks on
why these were both necessary conditions for our system:
• The privacy and security of the the data donations

and donors had the highest priority, since (1) they
are the main party who the system is built to enable,
(2) they are “paying” the most into the system with
their personal data and assuming the most risk. If this
system fails to protect data donor sources, the
whole system loses its main appeal to donors, the
loss of donors removes its appeal to other parties.

• Enabling journalistic insights was also of the highest
priority. As other, less-private data donation mecha-
nisms are introduced, journalists will simply use
less private alternatives if Synopsis is not suffi-
ciently useful. We believe that journalistic insights
are positive, in and of themselves, since they signifi-
cantly benefit the public. The existence of less private
alternatives means that this usefulness requirement
must be balanced against the privacy requirement, and
should not be subordinate to it.

(3) With these priorities identified, we created an initial design
and began to look for important design levers and choices.

(4) Then, in an iterative process, we considered the degree to
which the design is meeting the needs of each stakeholder. If
a design decision yielded significant negative consequences
for that stakeholder, we re-examined our framework to see
if alternative designs might yield more amenable tradeoffs.
We also began iterating on implementations of our design
during this process.

(5) Once we finalized key design decisions, we chose parame-
ters for our system; continued to seek minor improvements;
and continued to implement, benchmark, and test the Syn-
opsis codebase.

4.3 Design decisions
In this subsection we describe the design decisions we made during
the process described in the last subsection. These decisions, which
touched on some surprisingly subtle aspects of cryptographic and
privacy-preserving data analysis, are usually not given a full treat-
ment in academic literature that focuses on narrower contributions.

4.3.1 Almost, but not quite, full E2EE guarantees after donation.
End-to-end encryption (E2EE) provides a host of security guaran-
tees to the messages sent by the “end” users, most relevantly provid-
ing a confidentiality guarantee that ensures that no parties but the
ends—not even the service provider—can distinguish between send-
ing same-length message contents [88, 89]. In the implementation
that is the best for users of the messaging system, E2EE guarantees
would persist even after an end voluntarily donates messages.

Ignoring cryptographic deniability for a moment (we return to
it in Sec. 4.3.6), this level of protection cannot be given to query
outputs of our system under reasonable modeling assumptions.
To see why, consider an adversary doing a version of a chosen
plaintext attack (CPA) who can also choose a query to our system
to detect a trend. Imagine a CPA game in which the adversary may
instruct a corrupted user to send either 1000 copies of message𝑚1,
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or 1000 copies of message𝑚2 of equal length, and will then attempt
to determine which the sender sent. If the adversary can also query
Synopsis for the𝑚1 and𝑚2 messages, it should see a spike in sends
of𝑚1 or𝑚2, which it can use to trivially win the CPA game.

The attack also remains winnable with a smaller advantage when
a single copy of𝑚1 versus𝑚2 is sent instead of 1000. In fact, this
attack remains winnable from a cryptographic perspective even if
Synopsis, in the manner of differential privacy (DP), bounds the
advantage the adversary gains in knowing which message was sent.
The advantage is reduced to a constant factor that depends upon
the DP parameter 𝜖 , but is still significantly larger than the 2−𝜆
advantage needed to declare this system cryptographically secure.

Still, this does not mean that the effective security in these three
scenarios is the same. Any system that allows trend analysis over
the message database necessarily reduces the level of cryptographic
protection as compared to the original E2EE system. However,
there is still very good reason to restrict the leakage of this system
beyond that of a clearly defined multi-party-computation ideal
functionality—to design the ideal functionality in such a way that
it verifiably does not leak too much about any individual message,
and to verify that the ideal functionality is being adhered to by a
malicious security guarantee. Essentially, in Synopsis we seek to
create a system that is as close to E2EE-guarantees as possible while
meeting our other design goals.

We emphasize that our system provides significantly more pro-
tection from malicious journalists/researchers and data stewards than
do other systems that analyze donated WhatsApp texts [18, 19].

4.3.2 Consensual donation by donors is essential. A key goal of
both the data donors and the data stewards is that donation of the
contributed text messages is consensual and informed. This also
aligns well with the principles of end-to-end encryption, which (as
discuss further in this section) typically trust all “ends” of the com-
munication but do not enable service providers to learn information
about content of messages.

Although the current design includes messages sent by chat
participants who did not consent to data donation, it is limited to
messages received (or sent) by chat participants who consented to
the donation. From an E2EE standpoint, this is among the many
actions that an end of the communication can do; from a journalis-
tic standpoint, this is similar to how a source might report on the
messages sent to them by some other nonconsenting party; and,
from a research perspective, limiting the set of donated messages to
those sent consensually by a donor would be prohibitively restric-
tive for drawing decisions from data. We see this as the best way
to balance these needs—especially given the high level of privacy
we ultimately offer compared to other methods of text analysis.

4.3.3 Our query interface. Thanks to clear communication from
WhatsApp Watch designers with working relationships with data
donors, we were aware of clear steps to gain informed consent from
donor WhatsApp users (see Fig. 16). Even though many of them
were, in theory, willing to share their message history outright,
storing a raw or lightly-redacted message database seemed incon-
sistent with our previously-mentioned goal of providing as close to
E2EE guarantees as possible to the donated messages.

After much discussion on what would be useful for journalists, it
became apparent that raw text information was not needed—a spike
in the popularity of specific topics would be a sufficiently useful
signal for a variety of investigations. This led us to a query mech-
anism that would surface numeric counts or trends in messages,
rather than the messages themselves. This new focus also gave us
a natural candidate for privacy to apply to the ideal functionality:
differential privacy.

Although many design decisions remained that we will discuss
here, this crystallized some useful properties:

(1) Queriers must already have some idea of what they are
looking for before making queries; therefore, the system
does not easily facilitate mass surveillance for many high-
fidelity queries simultaneously.

(2) Although we had decided on a system where cryptography
would ensure adherence to the ideal functionality, the use
of DP would still ensure formal guarantees directly via the
query interface itself.

(3) Even if all other protections failed, “local DP” protections
would remain on any data stored in thatmodel (see Sec. 4.3.4).

4.3.4 Uniting local DP, central DP, and multi-party computation.
On deciding to run a differentially private query mechanism, we
still needed to make several choices to arrive at an algorithm that
could meaningfully balance the concerns of enabling exploratory
research, conducting relatively accurate targeted analysis, and using
DP to guarantee strong E2EE-like guarantees.

One such choice is between the central and local models of differ-
ential privacy. The central model of DP represents a trusted curator
that receives the inputs of all users in the clear and produces one
combined output that is noised centrally for privacy. In contrast,
the local model represents an untrusted curator who receives lo-
cally noised inputs from each user and simply combines those to
produce an output. From a DP perspective, the users could pub-
lish their locally private inputs on a bulletin board and each user
would then locally combine the published values to produce the
output. In general, an algorithm satisfying central DP would have a
much lower loss in accuracy compared to equally private local-DP
algorithm for the same problem. Therefore, the choice between the
two settings usually represents the choice adversarial model of the
implementation.

Interestingly, that is not the case in our setting. By running the
DP algorithm under MPC, we shift the responsibility of enforc-
ing the adversarial model to the MPC algorithm. The choice of
model instead represents a tradeoff between query flexibility and
the accuracy of query responses.

To understand this, consider the local model algorithm where
every individual text message embedding is noised to achieve local
DP. Since differential privacy is closed under post-processing, this
noisy corpus can now be re-used any number of times to check
different properties. This would enable exploratory analysis; how-
ever, it the error is too high to use such an algorithm in our setting
(see Fig. 9 for an accuracy comparison between Synopsis queries in
the central and local model). In general, the common wisdom is to
choose to run the central-DP algorithm in such a case because its
privacy-accuracy tradeoff is much better. But this would necessitate
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giving up on the possibility of exploratory analysis, as journalists
would then be restricted to a limited number of queries.

Ultimately, we settled on a hybrid approach. As shown in Fig. 2
and described in Sec. 5, we spend some privacy budget on creat-
ing a local DP model—creating a “coarse-grained” database that
can be queried many times but is less accurate. We then use the
rest of the privacy budget on queries to a central DP store, a “fine-
grained” database that can only be queried a finite number of times
per epoch (see Sec. 4.3.5). The key insight here relates to the na-
ture of analyses being conducted by journalist queriers, who only
require reasonably accurate counts for targeted queries. During
exploratory analysis, binary signals—Boolean responses indicating
that keyword mentions have exceeded a certain threshold—are suf-
ficient. Even though counts outputs using the coarse database are
fairly inaccurate, we show that these counts are still a fairly reliable
way to monitor longitudinal topic trends.

When run under MPC, this “interface” forms an MPC ideal func-
tionality. A simplified version of the interface is shown in Fig. 5;
the full version including MPC simulation details is in Fig. 12. The
interface also allows us to bake in other notions of data privacy
alongside DP if desired (e.g. setting a minimum threshold of results
necessary for a query to return, similar to cell suppression, which
helps ensure this query mechanism is only useful for identifying
trends rather than rarely-sent messages), and allows us to restrict
queries by rate limiting and access controls.

We remark that our system design deliberately seeks to surmount
many of the practical obstacles faced by DP systems [90] through
careful query design, use of MPC, clear accounting of privacy bud-
geting, the ability to explore (less accurate) data without burning
budget, and careful consideration of the definition of “neighboring”
datasets (Sec. 4.3.5).

4.3.5 Differential privacy database modeling considerations.

Definition of “neighboring” datasets: those that differ by one do-
nated message. All differentially private systems must choose how
to define the “neighboring” databases over which the privacy guar-
antee holds up to a bound with parameter 𝜖 .

In our system we consider databases “neighboring” if they differ
by one text message, however, we could also have designed a system
that considers databases “neighboring” if they differ in (e.g.) a single
word, or a user’s entire set of donated messages.

We choose to provide 𝜖 protection to messages rather than users.
This is because some groups on WhatsApp have a small number of
users contributing a large number of messages—and in fact these
“superspreaders” are often the exact parties of specific journalistic
interest [86, 87, 91, 92].

Unless we choose to deliberately track identity information, we
would need to “over-protect” users who sent any fewer messages
than that large number. This would add a significantly higher level
of noise and essentially remove all utility of the system.We also note
that, even with message-level rather than user-level protections, DP
does not completely stop working on groups of messages—it simply
provides protection to groups of messages at a reduced-privacy 𝜖
through standard group privacy rules [79, 93].

The scope of a query. Since we are using time-series data which
arrives over time, and at least some portion of our design involves

central DP-style queries that “spend” a privacy budget that will
eventually be used up, we must carefully consider the differentially
private algorithm we use.

One option would be to store the messages with epoch labels
in one large corpus, with each query specifying both a keyword
and a time-interval. Even though this algorithm would provide
extremely accurate counts for any length of time interval– it would
significantly complicate the process of tracking the evolving privacy
budget. Instead, in order to maintain both simplicity and flexibility,
we divide our data up by epochs, and restrict journalists to request
a count for a single query on a single epoch (day) at a time.

Given this algorithm, one can treat queries that cover multiple
epochs as separate queries to those epochs, and then combine the
outputs. A key insight for analysis of this algorithm is to remember
that our notion of privacy is over datasets that differ in a single text
message. This means that asking this algorithm for multiple outputs
only expends higher privacy budget when multiple overlapping
queries are made over the same epoch.

4.3.6 Deniability and integrity against corrupt donors. The security
guarantess we can make against a corrupt data donor are subtle.

The only way in which a donor may attempt to break integrity
is to alter its input—in other words every possible donor message
is consistent with some valid input to the cryptographic protocol.
It is therefore tempting to conclude that we have security against a
malicious donor. However, we do rely on the donor client to submit
messages with a specific format (e.g. shares of a norm-1 𝑘-vector)
and that came from a specific source (groups on WhatsApp).

Due to the by-design deniability property of E2EE WhatsApp
messages [94], the receiver of a WhatsApp message cannot prove
that the donated message was actually received by the sender (ver-
sus the receiver simulating it independently). This property cannot
be changed without altering WhatsApp’s end-to-end encryption
protocol. Furthermore, deniability is often a core goal of E2EE sys-
tems [5, 88, 94] that we want to keep intact for Synopsis donors.

However, we do take steps to prevent or detect malicious donor
behavior. The donation application is implemented as a custom
WhatsApp client; the messages the client forwards to the Synopsis
servers were received by the custom client from WhatsApp servers.
In order to send false messages to the Synopsis servers, a corrupt
donor would need to essentially write a second custom WhatsApp
client to spoof messages from a legitimate donor client. Further-
more, if this was detected, the Synopsis servers could refuse to
accept future messages from the corrupt client.

We therefore consider Synopsis to offermalicious security against
UI-bound adversaries [95] but only semi-honest security (i.e. no
integrity) against fully active non-UI-bound adversaries.

4.3.7 Additional points. See App. C for additional design points,
including our choice of MPC compared with functional or homo-
morphic encryption (App. C.1), malicious security (App. C.2), and
the non-privacy of journalists’ queries to Synopsis (App. C.3).

5 TECHNICAL ARCHITECTURE
Our primary technical goal is to return privacy-preserving trend
lines over an epoch range that reflects the number of matches per
epoch that are within a certain distance of a query message in the
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Figure 3: Fine-grained query types. Either report a noised
count of eligible matches (FC) or suppress below-threshold
query results (FT). Both queries expend privacy budget.

chosen embedding’s semantic space, as demonstrated by the trend
line plotted in Fig. 1.

The most natural way to do this would be to perform count
queries for matches within each epoch. One of our query mecha-
nisms (fine-grained count queries, FC) does exactly this, using the
Laplace mechanism under MPC to provide DP counts at each epoch.
Each time this query is made for a particular epoch, this mechanism
spends 𝜖𝐶 budget for that data point. However, we expect that most
queries would not necessarily reveal interesting trends, so using
this mechanism to perform those queries would“waste” privacy
budget.

To avoid this outcome, we provide two different ways to make
“business as usual” queries cheaper:

(1) Threshold rather than count queries. Rather than re-
ceiving exact counts of matches via the Laplace mechanism
(burning 𝜖𝐶 ), the journalist only learns whether the count
is above or below a threshold via the Sparse Vector mech-
anism [80, 81]. This query type burns no privacy budget
as long as the count remains below a threshold, and then
burns 𝜖𝑇 once crossed, creating longstanding queries that
run “for free” until a high volume of texts are sent on a
particular topic, at which point the journalist could turn to
more detailed count queries, acting as an "alert" system for
them.

(2) Querying noisier synthetic data generated in the local
DP model (“coarse-grained”) rather than exact data
in the central DP model (“fine-grained”). This requires
a one-time privacy cost of 𝜖𝑃 to build a perturbed dataset
using the PrivateProjection mechanism (a variant of the
Gaussian mechanism; see Def. 3.6 and [83]). Once that data
set is built, it can be queried an arbitrary number of times
without expending any privacy budget. To enable these
queries we store a second “perturbed” version of the dataset.

These two relaxations can be combined; in total, we create four
query types that rely on three DP mechanisms. This architecture
is summarized in Fig. 2 and is described in more detail in this
section. Note that query abbreviations use two letters: the first
(F/C) indicates granularity as fine (central DP) or coarse (local DP);
the second (C/T) indicates the output as count or threshold.

To serve both coarse- and fine-grained queries, we maintain two
copies of the semantic vector database. Once the fine-grained query
budget for an epoch runs out, we delete the fine-grained version of
that dataset, leaving only the coarse-grained (local DP) dataset.

Count of
matching
perturbed
points
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embeddings)
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Figure 4: Coarse-grained query types. Either report the count
(CC) or a Boolean true/false statement of whether or not the
count is above a threshold (CT) on the perturbed data.

Simplified ideal functionality for Synopsis (Omits some MPC simulation
details; full version in Fig. 12.)
Parties: Donors submit input messages, Servers controlled by the data stewards
store shares of the fine-grain and coarse-grain dataset of messages, Journalists make
queries and receive outputs of queries.
Setup:
• Set maximum per-epoch fine-grain budget 𝜖𝐹 .
• Set coarse-grain budget 𝜖𝑃 , generate projection matrix 𝑃 from 𝜖𝑃 (see Fig. 6).
• When reaching a new epoch 𝑒 , initialize empty coarse database 𝐷𝑃,𝑒 , and

initialize empty fine database 𝐷𝐹,𝑒 with budget 𝜖𝐹,𝑒 = 𝜖𝐹 .
Upon receiving a new donated message𝑚 during epoch 𝑒 from a donor:
• Get message embedding 𝑥 from𝑚. Store 𝑥 in the fine-grain database 𝐷𝐹,𝑒 .
• Compute perturbed embedding �̃� = 𝑥 + 𝑟 (for multi-variate Gaussian 𝑟 ) as

described in Fig. 13. Store �̃� in the coarse-grain database 𝐷𝑃,𝑒 .
Upon receiving a coarse-grain count query (CC) (query point=𝑞, radius=𝑎) for
epoch 𝑒 from a journalist:
• Return the count of entries �̃� within 𝐷𝑃,𝑒 that are within distance 𝑎 of 𝑞.
Upon receiving a coarse-grain threshold query (CT) (query point=𝑞, radius=𝑎,
threshold 𝑡 ) for epoch 𝑒 from a journalist:
• Return the threshold result, i.e., whether 𝐷𝑃,𝑒 contains at least 𝑡 entries �̃� that

are within distance 𝑎 of 𝑞, to the journalist.
Upon receiving a fine-grain count query (FC) (query point=𝑞, radius=𝑎) for
epoch 𝑒 with budget 𝑏 from a journalist:
• Check the current remaining budget 𝜖𝐹,𝑒 . If it is less than 𝑏, return ⊥ and exit.

Else, reduce 𝜖𝐹,𝑒 by 𝑏.
• Let 𝑐 be the count of 𝑥 in 𝐷𝐹,𝑒 that are within distance 𝑎 of 𝑞.
• Roll Laplace noise 𝑠 based on 𝑏 as in Fig. 7; send (𝑐 + 𝑠 ) to the journalist.
• If 𝜖𝐹,𝑒 is now 0 (all budget is spent for this epoch), permanently delete 𝐷𝐹,𝑒 .

(All future queries for 𝐷𝐹,𝑒 will be refused.)
Upon receiving a fine-grain threshold query (FT) (query point=𝑞, radius=𝑎,
threshold=𝑡 ) for epoch 𝑒 with budget 𝑏 from a journalist:
• Check the current remaining budget 𝜖𝐹,𝑒 . If it is less than 𝑏, return ⊥ and exit.
• Let 𝑐 be the count of 𝑥 in 𝐷𝐹,𝑒 that are within distance 𝑎 of 𝑞.
• Roll Laplace noise 𝑢 and 𝑣 based on 𝑏 as described in Fig. 8.
• Return to the journalist 1 if 𝑐 + 𝑣 ≥ 𝑡 +𝑢 , 0 otherwise (i.e. the noised threshold

was met/exceeded by the noised count).
• If the threshold was exceeded, lower 𝜖𝐹,𝑒 by 𝑏 and inform the servers that the

threshold was exceeded.
• If 𝜖𝐹,𝑒 is now 0 (all budget is spent for this epoch), permanently delete 𝐷𝐹,𝑒 .

(All future queries for 𝐷𝐹,𝑒 will be refused.)

Figure 5: Ideal functionality for Synopsis (simplified; see
Fig. 12 for the full version including MPC simulation details)

5.1 Party and query summary
Synopsis’s technical implementation is a multi-party computation
(MPC) protocol among several parties (described in Sec. 4.1).
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Algorithm: Generation of fine-grained and coarse-grained databases
Summary: The final noised matrix �̃� = 𝑀𝑃 + Δ will be (𝜖𝐽 , 𝛿 𝐽 )-differentially
private as per Alg. 1 of Kenthapadi et al [83]. We discuss generating and storing the
𝑥 and �̃� values in Fig. 13. We process the 𝑥 vectors the fine-grained queries, and
the �̃� vectors in the coarse-grained queries.
Projection matrix P: 𝑃 is a ℓ × 𝑘 matrix in which each element is sampled from a
Gaussian distributionN(0, 𝜎2

𝑃
) , where 𝜎𝑃 = 1/

√
𝑘.

Gaussian noise matrix Δ: Δ is a ℓ × 𝑘 matrix in which each element is sampled
fromN(0, 𝜎2

Δ ) , where 𝜎Δ is given as a function of 𝜖𝐽 , 𝛿 𝐽 , and 𝑃 in Eq. (1).
Inputs:
• Each row of𝑀 is one un-perturbed ℓ-vector embedding 𝑥 ′ built from a message.
Outputs:
• Each row of 𝑋 = 𝑀𝑃 is one un-perturbed 𝑘-length vector 𝑥 = 𝑥 ′𝑃 .
• Each row of �̃� = 𝑋Δ = 𝑀𝑃 + Δ is one perturbed 𝑘-length vector �̃� .

Figure 6: Algorithm: Database Generation

Algorithm: Fine-grained count query
Summary: Within a particular epoch 𝑒 , querier learns a noisy count of elements
matching query 𝑞 (i.e. the number of 𝑥 points within L2 distance 𝑎 of 𝑞).
DP Mechanism: Laplace mechanism ([79] Defn. 3.3).
Parameters: Privacy parameter 𝜖𝐶 , remaining epoch budget 𝜖𝐹,𝑒
Inputs:
• Servers: Stored [𝑥 ] and [𝑥2 ] shares
• Querier: Query point 𝑞, radius 𝑎 (both public)
Outputs:
• Servers: No output
• Querier: Count of points 𝑥 s.t. dist(𝑥,𝑞) < 𝑎, plus Lap(1/𝜖𝐶 ) noise.
Algorithm:
(1) Server pre-processing:

(a) Servers collectively generate shares of a sample 𝑠 from Lap(1/𝜖𝐶 )
(b) Generate multiplication triples to perform 𝑁𝐶 comparison operations.

(2) Queriers send 𝑞 and 𝑎 to all MPC servers.
(3) If 𝜖𝐶 exceeds the remaining budget, servers return ⊥.
(4) For each point 𝑥 , servers compute [𝑑 ] = [𝑥2 ] − 2𝑞 [𝑥 ] +𝑞2 (where the 𝑞 [𝑥 ]

and 𝑞2 multiplications are scalar multiplications done elementwise). This is
the squared L2 distance between 𝑥 and 𝑞.

(5) For each element, servers burn the necessary multiplication triples to compute
[𝑏 ] = [ (𝑑 < 𝑎2 ) ], a share of 𝑏 which is 1 if 𝑑 is less than 𝑎2 (which is true if
and only if the distance between 𝑥 and 𝑞 is less than 𝑎), 0 otherwise.

(6) Over all 𝑛 elements 𝑥 , compute [𝑐′ ] = ∑𝑛
𝑖=1 [𝑥𝑖 ].

(7) Servers compute [𝑐 ] = [𝑐′ ] + [𝑠 ] (adding the Laplace noise computed earlier).
(8) Servers send [𝑐 ] to the querier and reduce the remaining budget 𝜖𝐹,𝑒 by 𝜖𝐶 .
(9) Querier reconstructs and outputs 𝑐 , the noisy count of matches.
Privacy budget burned: 𝜖𝐶

Figure 7: Algorithm: Query-Count-Fine

• Donors, MPC input parties who contribute shares of mes-
sage embedding vectors 𝑥 and perturbed vectors 𝑥 .

• Servers, run by the data stewards from Sec. 4.1, who are
MPC compute parties with no inputs or outputs (aside from
privacy budget tracking, public from an MPC perspective);
they store the shares of the donated 𝑥 and 𝑥 vectors.

• Queriers, journalists from Sec. 4.1 are MPC output parties.
They also provide queries (known to Servers; App. C.3)

All query types follow similar logic: When making a query, the
querier (journalist) designates a set of epochs over which they
would like to search, specifies the query type, and provides a query
message vector 𝑞, a radius 𝑎, and for threshold queries, a thresh-
old 𝑡 . These are illustrated visually in Figs. 3 and 4. These query
parameters are sent to the MPC servers run by the data stewards.

The MPC servers are storing shares of embedding vectors corre-
sponding to messages that were given to them by donors: 𝑥 for the
fine-grained embedding, and 𝑥 for the coarse grained embedding

Algorithm: Fine-grained threshold query
Summary: Within a particular epoch, and for given threshold 𝑡 , querier learns a
bit representing whether the noisy count of messages matching a query is above or
below (a noised version of) 𝑡
DP Mechanism: Sparse Vector Mechanism ([80] Alg. 2)
Parameters: Privacy parameter 𝜖𝑇 , current remaining privacy budget 𝜖𝐹,𝑒
Inputs:
• Servers: Stored [𝑥 ] and [𝑥2 ] shares
• Querier: Query point 𝑞, radius 𝑎, threshold 𝑡 (all public)
Outputs:
• Servers: No output
• Querier: 1 if noisy count of points 𝑥 s.t. dist(𝑥,𝑞) < 𝑎 is above 𝑡 , else 0
Algorithm:
(1) Server preprocessing:

(a) Servers jointly sample [𝑢 ] where 𝑢 ∼ Lap(2/𝜖𝑇 ) , for 𝑁𝑇 operations.
(b) Servers jointly sample [𝑣 ] where 𝑣 ∼ Lap(4/𝜖𝑇 ) , for 𝑁𝑇 operations.
(c) Servers jointly compute multiplication triples for 𝑁𝑇 queries.
(d) Servers initialize an empty dictionary of open queries.

(2) Follow steps 1b-6 of Query-Count-Fine so that server has [𝑐′ ], the exact
count of messages that match query 𝑞.

(3) If (𝑞, 𝑎, 𝑡 ) is not a key in the dictionary of open queries (with some 𝑡 ), set
[𝑡 ] = 𝑡 + [𝑢 ] (noise the threshold), and add ( (𝑞, 𝑎, 𝑡 ), [𝑡 ] ) to the list of open
queries (each server stores its share of 𝑡 ). Else (if (𝑞, 𝑎, 𝑡 ) is a key on the list
of open queries), [𝑡 ] is set as the previously stored value for (𝑞, 𝑎, 𝑡 ) (each
server sets its share to what it had previously stored).

(4) Servers compute [𝑐′ ] = [𝑐′ ] + [𝑣 ]. (Noise the count with Laplace noise.)
(5) Servers compute [𝜏 ] = [𝑐′ ≥ 𝑡 ], shares of a Boolean value which is 1 if the

(noised) result is above the (noised) threshold, 0 otherwise.
(6) Servers send [𝜏 ] to querier and to each other.
(7) Servers reconstruct 𝜏 . If 𝜏 = 1, lower the remaining budget 𝜖𝐹,𝑒 by 𝜖𝑇 , and

servers remove (𝑞, 𝑎, 𝑡 ) and corresponding [𝑡 ] shares from the dictionary of
open queries.

(8) Querier reconstructs and outputs 𝜏
Privacy budget burned: 𝜖𝑇 if 𝑐′ ≥ 𝑡 (threshold was passed), else 0.

Figure 8: Algorithm: Query-Threshold-Fine

corresponding to a donated message. Within each relevant epoch,
the servers calculate under MPC the cosine distance between 𝑞 and
each message embedding in the epoch, 𝑥 (for fine grained; resp. 𝑥
for coarse-grained). That distance is compared to 𝑎; if the distance
between 𝑥 and 𝑞 is at most 𝑎, 𝑥 is a match.

The servers then calculate the number of matches for 𝑞 during
the relevant epochs, all still under MPC, yielding secret shares of
the resulting number. Those shares are post-processed depending
on which query type was selected (always resulting in a DP query
response) and then sent to the journalist, who reconstructs the
response to their query. We note that these parameters, and those
in Table 4, are from the perspective of the technical architecture,
not the query interface shown to journalists.

We provide a brief overview of our four query types. The ideal
functionality is given in Fig. 5 with more details in Sec. 5.3.

• Query-Count-Fine (FC). Shown in Fig. 7 and as the red
solid line of Fig. 1. Servers jointly compute the count of
fine-grain messages matching the query. The count is input
to the Laplace Mechanism (Def. 3.3) and shares of the result
are sent to the journalist.
This is the highest-accuracy but highest-cost query, spend-
ing 𝜖𝐶 privacy budget.

• Query-Threshold-Fine (FT). Shown in Fig. 8. Servers
jointly compute the count of fine-grain messages matching
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the query. The count is input to the Sparse Vector Mech-
anism (Def. 3.4) against the threshold 𝑡 , outputting shares
of True or False. If True, this spends 𝜖𝑇 , else it spends 0.

• Query-Count-Coarse (CC). Shown in Fig. 14 and as the
blue dotted line of Fig. 1. When intaking texts, the donors
run the PrivateProjection local DP mechanism (Def. 3.6)
on input vectors 𝑥 to get perturbed vectors 𝑥 (incurring a
one-time cost of 𝜖𝑃 ). Servers jointly compute the count of
coarse-grained matches, the resulting shares are sent to the
journalist. This is lower-accuracy than FC but costs 0.

• Query-Threshold-Coarse (CT). Shown in Fig. 15. Like
CC, but adds an additional comparison; journalists learn
whether the threshold was crossed instead of the full count.
This is less accurate than FT but costs no privacy budget.

5.2 MPC malicious security and proofs
Our main security guarantee is malicious security against any coali-
tion of servers and queriers, as long as one server remains un-
corrupted. The full ideal functionality is shown in Fig. 12, and a
simplified version that ignores the MPC simulation pieces is in
Fig. 5. The real protocols are shown in Figs. 6 to 8 and 13 to 15.

Because our entire query infrastructure is implemented in the
generic malicious-secure MPC library MP-SPDZ [59], we get our
proof of security “for free” and do not need to write a custom
proof for this specific algorithm being run under generic MPC.
(Correctness of the real protocols matching the functionality can
be checked straightforwardly.)

The intuition of the confidentiality provided by the ideal func-
tionality is that it answers the journalists’ DP queries directly (with
counts, not messages) and provides only random “simulated” shares
with no relation to the inputs to the servers. As such the servers
and queriers never have message information. Server deviation
from the protocol can be detected by having the ideal functionality
“check the servers’ work” by honestly running the algorithm on
their messages; the servers themselves have no state secret from
the ideal functionality so checking their work is trivial.

5.3 Data Storage and Queries
5.3.1 Pre-processing. The storage and pre-query processing of in-
put messages, which happens at intake before any of these queries
are made, is contained in Fig. 13 in App. H. This describes the
process of donors taking their message𝑚, computing a BERT em-
bedding 𝑥 ′ of that message, using the projection matrix 𝑃 described
in Fig. 6 to project 𝑥 ′ down to a smaller vector 𝑥 , and then adding
Gaussian noise to yield the perturbed vector 𝑥 . In addition to stor-
ing shares [𝑥] and [𝑥], the servers also store elementwise squares
[𝑥2] and [𝑥2] to reduce online computation time.

We highlight the dimension reduction step. Using a random
projection improves both latency and, as discussed in Sec. 5.3.3,
also reduces the amount of noise needed for coarse-grained queries.

Fig. 6 shows the DP PrivateProjection mechanism of Kenthapadi
et al. [83], which uses a dimension-reducing projection based on the
Johnson-Lindenstrauss (JLT or JL) [84] followed by noise addition.
The JLT preserves pairwise L2 distances (therefore also dist for

normed vectors, see App. J) within a factor of 𝛼JL w.h.p.:

(1 − 𝛼JL)∥𝑥 − 𝑦∥2 ≤ ∥𝑥𝑃 − 𝑦𝑃 ∥2 ≤ (1 + 𝛼JL)∥𝑥 − 𝑦∥2 .

Parameter 𝛼JL affects the final dimension 𝑘 ; as in [83], we require
𝑘 = Ω((log𝑛)/𝛼2JL). See Table 2 for benchmarks for 𝛼JL. In Sec. 5.3.3
we discuss how we “reuse” the JLT for both efficiency and accuracy
purposes in the coarse-grained queries.

5.3.2 Fine-grained queries. FC (Fig. 7).Query-Count-Fine queries
(FC) are targeted queries with a high accuracy and a corresponding
privacy budget spend per-query, 𝜖𝐶 . They return the Laplace mech-
anism ([79] Defn. 3.3) applied to counts of matching queries; the full
algorithm is given in Fig. 7. In essence, the MPC servers compute
a secret-shared bit per each message that represents whether its
distance is within 𝑎 of the query. those bits are then summed to
obtain the count of matches, Laplace noise is added under MPC
(computed during preprocessing). FC queries are suitable for close
inspection of topics that are already known to be of interest (e.g.
surfaced by a different query or known from external factors).

The Query-Threshold-Fine (FT; Fig. 8) algorithm is based on
the Sparse Vector Mechanism ([80] Alg. 2, a variant on [81]), which
allows repeated queries to check whether a counts are above or
below a noised threshold 𝑡 . This mechanism’s privacy budget 𝜖𝑇
is burned the first time a query’s (noised) count result surpasses
the (also noised) threshold, but not until then as long as all queries
remain below the threshold. The servers also learn the single bit of
whether the threshold was met, as this is needed to appropriately
track the spent budget. FT queries can be a way to track a topic that
is expected to be low until an event occurs. They are more accurate
than coarse-grained queries, and cheaper than FC queries (if the
threshold is not exceeded immediately).

We note that since queries are known to the servers, fine-grained
query results per epoch can be cached by all servers to avoid over-
spending.When the budget for an epoch is depleted, the fine grained
data is deleted, leaving only coarse-grained for that epoch.

5.3.3 Coarse-grained queries. Coarse-grained queries (CC, CT)
differ from fine-grained because they directly perturb message
embeddings using a variant of the Gaussian mechanism (Def. 3.5).
With an up-front privacy cost 𝜖𝑃 , this allows unlimited querying
of the perturbed points while spending no further budget due to
post-processing properties of DP. The tradeoff is reduced accuracy.

This inaccuracy is not merely due to noise greater than that of
the fine-grained regime; it stems from two factors. First, since a
count of perturbed matches can never be below zero, there will
be a natural skew up for low-true-count queries (e.g. if the count
of true matches is zero, the count of perturbed points cannot be
lower). The second factor depends on the data around the query.
For a query within a large cluster, more nearby neighboring vectors
will likely be pushed into the query than matching vectors will be
pushed out, causing an overestimate (indeed, this is likely what we
see in Fig. 1). On the other hand, if the query captures all points in
a sparse space, more vectors will likely be pushed out of the region
than added in.

This observation is a general property of DP mechanisms that
perturb data input to a function, rather than altering outputs of a
function, one that is not captured by mere differences in epsilon.
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Despite the inaccuracy, coarse-grained queries offer the major
benefit of reusable zero-cost querying. All privacy cost is paid when
intaking the message. The CC (Fig. 14) and CT (Fig. 15) queries are
straightforward MPC count and thresholding algorithms (App. H).

Reusing dimension reduction to reduce added noise. One
way we could have created the perturbed version of our dataset
would have been to directly use the Gaussian mechanism [79, 82].
However, Kenthapadi et al. [83] show that performing a random
projection 𝑃 (see Fig. 6) and then adding Gaussian noise after-
ward allows us to reduce the amount of noise added. Therefore, we
“reuse” the dimension reduction by utilizing it as part of the DP
PrivateProjection mechanism of Kenthapadi et al, saving a factor of
approximately (𝑛/𝑘)2 in the variance of the Gaussian noise used to
perturb the data. [83]. Vectors generated by our BERT embedding
model are normalized to unit length 1 by the embedding model; we
re-normalize these vectors after projection.

The additive noise Δ is randomly sampled from Gaussian normal
distribution (0, 𝜎2Δ), where

𝜎Δ ≥ 𝜔2 (𝑃)

√︃
2(ln( 1

2𝛿 ) + 𝜖𝐽 )
𝜖𝐽

, (1)

where 𝜔2 (𝑃) = max𝑒𝑖 ∥𝑒𝑖𝑃 ∥2 is the greatest L2 distance between
two embedding vectors; 𝑃 was chosen such that expected ℓ2 sensi-
tivity is tightly concentrated around 1 [96].

6 IMPLEMENTATION AND EVALUATION
This section contains our implementation, testing, and deployment
of Synopsis in the setting of a real-world investigation: we bench-
mark and test Synopsis on a corpus of 34KHindi messages extracted
from a dozen WhatsApp groups with mostly India-based members
discussing Indian politics.

Additional information about our dataset follows in the next
subsection (Sec. 6.1). We perform our latency tests on an abridged
and full corpus of 3,442 and 34,024 messages, respectively, drawn
from Hindi WhatsApp public groups.

6.1 WhatsApp discussions about Ram Mandir
Ram Mandir, known also as the Ram Temple, is a temple complex
in Ayodhya, India. Online discussion of Ram’s construction often
occurs in close association with heated debates about national poli-
tics. We worked with journalists to conduct post hoc analyses of a
dozen WhatsApp groups whose India-based members frequently
discuss national politics. Using a Ram-related message as our query,
we were able to trace the rise and fall in frequency of Ram-related
discussion across all groups, shown in Fig. 1 on page 3. We first
use CC queries to understand baseline levels of message frequency
about the Ram Temple, examining messages sent over the course
of 410 days. After identifying peaks in our coarse-grained trend
line around the middle and end of January 2024, we proceeded FC
queries which correctly identified the day of the temple’s inaugura-
tion: January 22, 2024.

Datasets. The full dataset of 34,024WhatsAppmessages we used
for our benchmarks was extracted from 12 publicWhatsApp groups.
The earliest timestamp in the full message corpus is June 14, 2023
and the most recent message in the corpus dates from November
4, 2024. The abridged dataset we use for our accuracy tests and
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Figure 9: Mean absolute error and standard deviation for 𝜖𝐶
(FC) and 𝜖𝑃 (CC) values.

inauguration day analysis comprises 3,442 message embeddings
dating from January 9, 2024 through February 3, 2024.

6.2 Implementation setup
Each regime is implemented in MP-SPDZ [59], a popular MPC
library. We conduct all benchmark tests on a machine with an
AMD EPYC 7742 64-Core Processor with 1007 gigabytes of memory.
Results reported in this section utilized 64 threads. In the exem-
plar analysis presented in this section, all fine- and coarse-grained
queries are conducted over 500-dimension embedding vectors.

6.3 Benchmark measurements and results.
We test query accuracy and latency on the dataset discussed in
Sec. 6.1 and on the setup described in Sec. 6.2.

Latency. As shown in Tables 2 and 3, we achieve roughly 1
ms latency per-database element (1 𝑘-length vector) for all query
types, with overall run time scaling linearly with the total size of
the database(s) submitted by donors.

Queries issued to a database comprising 3,442 message embed-
dings, each of dimension 300, required about 3 seconds to complete,
averaged over 1000 queries.

Accuracy. In Tables 2 and 3, we report two types of error rates: a
weighted average of daily counts results, wherein each error contri-
bution is weighted by the proportion of the whole corpus’s counts
contributed by that epoch’s messages (“Error (/ epoch)”); and per-
cent error with respect to the total number of counts observed
across the entire corpus without per-epoch (per-day) buckets (“Er-
ror (cumul.)”). These two metrics yield complementary insights
about our query regimes: our per-day error rates track the absolute
magnitude of noise injected point-wise, per epoch. Our cumulative
error rates, which are generally lower than our weighted per-day
error rates, indicate that these noise levels average out, on balance,
across multiple epochs of querying.

Parameter tuning.Accuracy canmodestly improve with higher
projection dimension (we test with 300-dimension transformed
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Table 2: Weighted average error for settings of 𝑘 . “Error (/
day)” is weighted by each epoch’s contribution to the cumu-
lative match count. “Error (cumul.)” is the sum total of all
matches, observed across all epochs (days), divided by the
ground truth total match count (75). Latency is per database
element.

𝛼JL 𝑘 Error (/ epoch) Error (cumul.) Time/elem (ms), 𝜎
0.4 555 0.05 0.013 1.1, 0.35
0.5 390 0.12 0.04 1.0, 0.35
0.6 300 0.12 0.04 0.9, 0.4
0.7 249 0.23 0.067 0.8, 0.32
0.8 218 0.28 0.09 0.7, 0.29

Table 3: Error for all queries. Weighted average error (MAE)
for counts, true and false positive rates (TPR/FPR) for thresh-
olds. Latency is per database element. 𝑘 = 500.

𝜖𝐶
| 𝜖 𝑃

Err
or (

MA
E)

Tim
e/e
lem

(ms
), 𝜎

FC

0.2 4.388 1.0, 0.4
0.4 3.472 1.0, 0.3
0.6 1.345 1.0, 0.3
0.8 0.786 1.1, 0.4
1 0.612 1.0, 0.4
2 0.455 1.1, 0.3
3 0.320 1.0, 0.3
4 0.140 1.1, 0.3

CC

0.2 65 1.0, 1.8
0.4 65.38 1.0, 2.0
0.6 54.85 1.0, 2.2
0.8 44.96 1.0, 2.1
1 38.61 1.0, 2.2
2 14 1.0, 2.6
3 3 1.1, 2.5
4 2.192 1.1, 2.0

𝜖𝑇
| 𝜖 𝑃

TPR FPR Tim
e/e
lem

(ms
), 𝜎

FT

0.2 3/3 0/23 1.1, 0.3
0.4 3/3 0/23 1.0, 0.3
0.6 3/3 0/23 1.0, 0.4
0.8 3/3 0/23 1.0, 0.3
1 3/3 0/23 1.0, 0.3
2 3/3 0/23 1.0, 0.4
3 3/3 0/23 1.0, 0.3
4 3/3 0/23 1.0, 0.2

CT

0.2 1/1 10/27 1.0, 1.3
0.4 1/1 9/26 1.0, 1.5
0.6 1/1 8/25 1.1, 1.7
0.8 1/1 7/24 0.9, 1.8
1 1/1 7/24 1.1, 2.0
2 1/1 6/23 1.0, 1.3
3 1/1 5/22 1.1, 2.0
4 1/1 5/22 1.0, 1.6

SBERT embeddings) and larger privacy budgets, as shown in Ta-
bles 2 and 3. Our distance calculations after projection and encryp-
tion have high accuracy—above 90%—with respect to ground-truth
distance measurements. MPC does not introduce additional sources
of error with our default secret float precision levels (16 bit floats,
and 32 bits overall). While bounded sum functions can underesti-
mate in some DP libraries [97], our use of these is limited (at most
twice) and we are confident this error is negligible in our use case.

Summary. In our experimental investigation, Synopsis main-
tained reporting accuracy above 90% for per-day and per-month
queries, over fine-grained databases comprising 3,442 and 34,024
entries. We are able to verify the correctness of our investigation:
the trends we identify align with offline conversations about the
Ram Temple, the subject of our query.
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A ETHICAL CONSIDERATIONS
Beyond the privacy preserving methods of Synopsis and the im-
portance of direct engagement with data donors, we emphasize
the importance of informed “opt-in” consent, privacy, and security
of analysis of end-to-end encrypted (E2EE) content. Although our
purposes are journalistic, technical approaches to measuring trends
in E2EE content could be used for a variety of other purposes, from
moderation to advertisement to surveillance [98, 99].

All components of the data donation model underwent multi-
ple iterations of development to ensure that the storage protocol,
communication methods, and consent model satisfied the needs of
advocacy groups and on-the-ground data donors. The system was
approved via an institutional IRB process and was found to be of
minimal risk given our methods and domain of interest. Addition-
ally, when preparing to engage with actual data donors, we engaged
with advocacy groups in geographical regions of interest to obtain
feedback on the user on-boarding system and consent protocol. Our
objective was to ensure users had full understanding of potential
use cases for their donated data, and what giving consent means.

A version of this system used only on public WhatsApp groups
is currently deployed and in use by journalists. The sample data
used in this work was collected from these groups.

B TABLE OF VARIABLES
Table 4 lists the variables used in this work, for convenience.

C ADDITIONAL DESIGN CONSIDERATIONS
In this section we discuss design considerations that were abridged
in Sec. 4.3.

C.1 Multi-party computation compared with
other kinds of cryptography.

As described in Sec. 4.3.1 and Sec. 4.3.4, we identified that one core
aspect of Synopsis must be privacy against the “service provider”
(data stewards). For generic private computation, the three main
paradigms would be functional encryption (FE), homomorphic en-
cryption (HE), or multi-party computation (MPC).

Recall that we discussed in Sec. 2 that other more targeted
paradigms, including searchable encryption, private set intersec-
tion, private information retrieval, and secure sketches, did not
align with our simultaneous needs to (1) have the system remain
private against the querier and server simultaneously, and (2) en-
able both prospective and retrospective queries—since retrospective
journalistic analysis requires looking for information that we did
not know we wanted at the time the donors input their message
into the system, some level of generic computation is required.

Early in design, we considered functional encryption (FE; [100]) as
a candidate. FE is defined around a function 𝑓 of the key 𝑘 and mes-
sage𝑚; informally the goal of FE is that an encryption FEnc𝑓 (𝑚,𝑘)
can only be decrypted to some function 𝑓𝑘 (𝑚) rather than decrypt-
ing to𝑚 itself. Functional encryption is mostly a theoretical con-
struct with few applied deployments, but several constructions for
inner product functionality could be used in applied settings (e.g.
[101–105]). A candidate FE-based construction of Synopsis would
have used inner products decrypting to the function of the inner

Table 4: Notation used throughout this work.

Term Description

𝜖𝑇 Epsilon budget for fine-grained threshold queries
𝜖𝐶 Epsilon budget for fine-grained count queries
𝜖𝑃 Epsilon budget to build perturbed dataset used in coarse-

grained queries
𝛿𝑃 Delta budget to build perturbed dataset used in coarse-

grained queries
𝜖 Overall epsilon budget
𝛿 Overall delta budget
𝛼JL Distortion induced by the JL transform

ℓ Dimension of BERT semantic vector embedding
𝑘 Dimension of semantic vector post-JL transform (see

Sec. 5.3.1)
𝑃 Projection matrix for dimensionality reduction
Δ Gaussian noise matrix for perturbing coarse-grained data

𝑚 Plaintext message
𝑥 ′ ℓ-length vector which is an embedding of a message𝑚.

The vectors together form a database 𝑋 ′

𝑥 𝑘-length vector belonging to a database of message vectors
𝑋 = 𝑋 ′𝑃

�̃� Perturbed 𝑘-length vector belonging to a database of per-
turbed message vectors �̃� = 𝑋 ′𝑃 + Δ. Each element of Δ
was sampled randomly fromN(0, 𝜎2

Δ ) where𝜎
2
Δ is defined

in Eq. (1).

𝑞 Query vector (For 𝑞′ a BERT embedding vector of a plain-
text query, 𝑞𝑃 is the query vector)

𝑎 match radius (matches are the set of 𝑥 for which ∥𝑥−𝑞 ∥ <

𝑎 (for fine-grained queries, replace 𝑥 with �̃� for coarse-
grained queries)

𝑡 threshold (for threshold queries)

product (𝑚 ·𝑘) to determine whether a donated message𝑚 matched
a “query” 𝑘 , known as IPFE.

However, we discarded this as an option relatively quickly be-
cause of three factors. First, although IPFE could calculate matches
for individual vectors, it did not easily contain functionality to re-
turn counts or thresholds of matches – the cryptographic layer would
have returned which messages were matching, which we wished to
avoid. Second, in FE, one party (usually holding a “master secret
key”) must generate the keys used to do the function decryption. In
general, that party has the ability to create any new key—leading
to a decryption of arbitrary functions in the class. Therefore, we
still had to use some kind of non-collusion assumption (assuming
that key-holding party would not collude with the servers) — an
assumption that essentially means we are already doing MPC, but
a less efficient version. Third, FE is significantly slower than other
options; the most efficient existing scheme we found [101] required
about 18ms on CPU or 1ms on GPU to run one decryption of a single
element, meaning that running a match for a single vector would
have taken about 10 seconds on CPU or 0.5s on GPU, which would
lead to unacceptable query times once the dataset grew into the
thousands.

We also considered using (fully) homomorphic encryption (HE;
[106–108]), which allows addition and multiplication operations
to occur over ciphertexts without needing decryption keys. HE is
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typically used in use cases where a querying weak-computation
client encrypts data and sends it to a strong-computation server,
which performs the addition and multiplication to get a resulting
ciphertext, which is returned to the client for decryption.

We also discarded this as an option for three similar factors.
First, because the party who needed to obtain decrypted results
(the journalists) was not the party who knew the private informa-
tion (the data donors), we still needed a non-collusion assumption
somewhere in the system, once again meaning we are already doing
MPC. Second, detecting misbehavior by the computing party is sur-
prisingly challenging in HE and often requires re-performing hefty
computations to verify or additional heavy zero-knowledge proofs
[109], as opposed to MPC in which malicious security is relatively
cheaper. Third, HE is also significantly slower than MPC. We tested
a version of Synopsis that used OpenFHE [110] for comparison’s
sake. It performed better than FE (about 1.26ms per element of
a vector, so about 650ms to match an 512-length vector) but still
performed significantly worse than the MPC-based implementation
we describe in Sec. 6 (which matched a comparably-sized vector in
just under 1ms total).

Since the other options ultimately boiled down to the same non-
collusion threat model as MPC, and were significantly slower, we
settled on a (malicious secure) MPC-based implementation using
MP-SPDZ [59].

C.2 On using malicious security despite one
organization’s control of all code

We remark that, from a full computer security perspective, the data
stewards can be considered semi-honest code providers. Since they
write the code that collects the data, there is some level of trust that
goes beyond what mere security threat models can capture. (The
code is open source, but data donors are not generally expected to
review it.) , we use malicious security for these parties in an MPC
sense including a privacy guarantee against the servers. This is
primarily because malicious MPC security provides some party in
the system with a signal if something goes wrong—making mali-
cious security practically useful in this scenario even though from a
pure cryptography perspective, if all MPC server subsidiaries of the
Server Controller worked together, they could maliciously update
the code to regain access to future raw text messages.

C.3 Allowing data stewards to view journalists’
queries

At present, we choose to make queries known to the server (i.e.,
public in the MPC computation). We make this choice because the
server owners and clients, in our setting, have a real-world relation-
ship and already communicate about in-progress investigations.
Treating the query as public also makes the MPC computation more
efficient (by performing scalar multiplications rather than secret-
secret multiplications; see Sec. 6.2 for additional detail). If queries
with confidentiality against the servers are needed, our framework
can easily accommodate this by treating the journalist’s query as a
secret input to the MPC, at the cost of higher query runtime.

D SYNOPSIS PARTIES
The MPC parties in Synopsis are shown in Fig. 10 for convenience.

Data Donors
MPC Servers
(controlled by
Data Stewards)

Queriers/
Journalists

Input
messages Queries

Figure 10: Parties in Synopsis
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Figure 11: Budget spend comparison for FC and CC querying,
for at least query issued to a static database of message em-
beddings. We assume a starting budget of 𝜖 = 3, CC queries
with 𝜖𝑃 = 2, and FC queries with 𝜖𝐶 = 0.6

E PRIVACY BUDGET ANALYSIS
Budget spend on an increasing number of unique queries to the
same database in the FC and CC query regimes. A one-time “charge”
of 𝜖𝑃 = 2 is incurred in the CC regime, in order to generate a
perturbed dataset; thereafter, all queries are “free.” Each unique FC
query incurs an additional charge of 𝜖𝐶 = 0.6.
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F SYNOPSIS USAGE EXAMPLE
In this section we walk through an example investigation workflow
using Synopsis. We describe a real-world use case inspired by a
news story published by journalist collaborators [35]. Note that
here the DP privacy “budget” has been changed to a more granular
number of “credits.”

(1) On-the-ground conversations [June-November 2022].
Journalist collaborators on the ground in India and the
United States negotiate data donation contracts with local
community leaders in Ayodhya. Widespread BJP-sponsored
messaging has already been noted across public and private
WhatsApp groups.

(2) User onboarding [January 2023]. Members of the U.S.
team onboard volunteer donors with devices configured to
run a prototype version of their donor WhatsApp client.
Users can selectively grant this prototype app access to
groups to which their account belongs via OAuth. This
includes donations from public and private groups.

(3) Onboarding journalists [May 2023]. A “privacy budget”
is assigned to the querying user/journalist’s account. In-
formation about querying costs, budgeting, and accuracy
is relayed to the journalist. The journalist estimates that
the time until completion will be approximately 12 months.
Budget: 150.

(4) Data intake [Ongoing]. The server begins to receive mes-
sage data in a stream, as messages are sent. As described
in Sec. 5, the donor client preprocesses each message 𝑚
by converting it to a semantic embedding vector 𝑥 , run-
ning a noised projection on it to get 𝑥 , dimension reducing
both, splitting them into shares, and sending them to the
[redacted for anonymous submission]-run MPC servers.

(5) Exploratory analysis [July 2023]. As a trial run, the
journalists conduct a preliminary analysis of a noisy version
of message data collected from June to July 2023. They
identify several keywords and topics to monitor throughout
the next year, including “BJP,” “Modi,” “Ram Temple,” and
“bulldozers”2. This one-time noising process costs 20 credits.
Budget: 130.

(6) Creating and monitoring event alerts [September-
December 2023]. Because discussions of the BJP and Modi
are fairly commonplace in the groups they’re monitoring,
journalists choose to receive high-count alerts for days
when a combination of “bulldozers” and “Ram Temple” are
frequently observed in message data. These alerts only in-
cur a charge when high-count events are detected. In the
first four months of monitoring, three high-count events
trigger notifications in December. Each notification incurs
a charge of 2 credits, for a total of 6 credits spent. Bud-
get: 124.

(7) Creating and monitoring real-time trend alerts [Jan-
uary 2024]. Activity in local Ayodhya WhatsApp groups
increases in the weeks preceding the inauguration of the
Ram Temple. Journalists elect to receive daily trend reports,
which display overall hit counts in real time, instead of

2Mentions of bulldozers and other heavy-duty earthmoving equipment often accom-
pany strongly anti-Muslim sentiment related to the construction of the Ram Temple.

event alerts. Trend reports cost about 2 credits per day, for
a total of 62 credits charged for a month of monitoring.
Budget: 62.

(8) Identifyingmessaging trends andpost-analysis [February-
March 2024]. Journalists use data collected during these
months to home in on a period of one week in mid-January
when messaging about the Ram Temple also included con-
versations about possible offline gatherings.

(9) Creating a noisy dataset for further analysis and pub-
lic release [May 2024]. As interviews with on-the-ground
election monitors and data stewards continue, journalists
finish drafting a story about political messaging in Whats-
App groups. In their post hoc analysis, they also identify
possible instances of pro- and anti- candidate speech, events,
and topics of discussion in the weeks immediately follow-
ing Narendra Modi’s victory. They elect to make a one-time
payment to create a noisy version of their dataset to release
alongside their published news story. This dataset will be
noisier than the version created in July 2023 for exploratory
analysis; the cost is 10 credits. Budget: 52.

(10) Retrospective analysis and upkeep. The team opts to
shut off data collection at the conclusion of the study. They
decide to use their remaining 52 credits for targeted analysis
of collected data.

G FULL IDEAL FUNCTIONALITY
The ideal functionality shown in Fig. 5 ommitted some details
required for the MPC simulation to hold, but unnecessary to un-
derstand the functionality. The full ideal functionality is shown in
Fig. 12

H ADDITIONAL ALGORITHMS FROM
SECTION 5

These algorithms contain the full details of the algorithms omitted
in Sec. 5. In particular Fig. 13 shows the process of storing the
queries (which involves storing some extra information to make
MPC queries easier), and Figs. 14 and 15 show the two coarse grain
query mechanisms ommitted in Sec. 5.3.3.

I CONSENT DIALOGUE FOR PUBLIC GROUP
DATA COLLECTION

See Fig. 16 to see one portion of the consent dialogue for public
WhatsApp group data collection.

J ADDITIONAL DETAILS ON COSINE
DISTANCE

We use cosine distance (a number between 0 and 2) in place of
cosine similarity when it is more convenient to work with distance
rather than similarity.

We remark that, when ∥𝑎∥ = ∥𝑏∥ = 1, cosine similarity is simply
(𝑎 · 𝑏), the dot product between 𝑎 and 𝑏 and also the cosine of the
angle between 𝑎 and 𝑏.
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Full ideal functionality for Synopsis including simulation for MPC security
proof. MPC details, which are the differences from the shortened version in
Fig. 5, are shown in blue.)
Parties: Donors submit input messages, Servers controlled by the data stewards
store shares of the fine-grain and coarse-grain dataset of messages, Journalists make
queries and receive outputs of queries.
Setup:
• Set maximum per-epoch fine-grain budget 𝜖𝐹 .
• Set coarse-grain budget 𝜖𝑃 , generate projection matrix 𝑃 based on 𝜖𝑃 as de-

scribed in Fig. 6.
• When reaching a new epoch 𝑒 , initialize empty coarse database 𝐷𝑃,𝑒 , and

initialize empty fine database 𝐷𝐹,𝑒 with budget 𝜖𝐹,𝑒 = 𝜖𝐹 .
Upon receiving a new donated message𝑚 during epoch 𝑒 from a donor:
• Get message embedding 𝑥 from𝑚. Store 𝑥 in the fine-grain database 𝐷𝐹,𝑒 .
• Compute perturbed embedding �̃� = 𝑥 + 𝑟 (for multi-variate Gaussian 𝑟 ) as

described in Fig. 13. Store �̃� in the coarse-grain database 𝐷𝑃,𝑒 .
• Create 𝑛 pairs of random elements (simulated shares of 𝑥 and �̃� ) and send these

to each MPC server for associate with epoch 𝑒 .
Upon receiving a coarse-grain count query (CC) (query point=𝑞, radius=𝑎) for
epoch 𝑒 from a journalist:
• Let 𝑐 be the count of entries �̃� within 𝐷𝑃,𝑒 that are within distance 𝑎 of 𝑞.
• Send the query (𝑞, 𝑎) to the Servers and wait for their response. If all respond

consistently with their simulated �̃� shares, send 𝑐 to the journalist. If a corrupt
server responded inconsistently, instead send Error.

Upon receiving a coarse-grain threshold query (CT) (query point=𝑞, radius=𝑎,
threshold 𝑡 ) for epoch 𝑒 from a journalist:
• Let ℎ be the threshold result, i.e., if 𝐷𝑃,𝑒 contains at least 𝑡 entries �̃� that are

within distance 𝑎 of 𝑞, ℎ = 1, else ℎ = 0.
• Send the query (𝑞, 𝑎, 𝑡 ) to the Servers and wait for their response. If all respond

consistently with their simulated �̃� shares, send ℎ to the journalist. If a corrupt
server responded inconsistently, instead send Error.

Upon receiving a fine-grain count query (FC) (query point=𝑞, radius=𝑎) for
epoch 𝑒 with budget 𝑏 from a journalist:
• Check the current remaining budget 𝜖𝐹,𝑒 . If it is less than 𝑏, return ⊥ and exit.

Else, reduce 𝜖𝐹,𝑒 by 𝑏.
• Let 𝑐 be the count of the number of entries 𝑥 within 𝐷𝐹,𝑒 that are within

distance 𝑎 of 𝑞.
• Roll Laplace noise 𝑠 based on 𝑏 as described in Fig. 7.
• Send the query (𝑞, 𝑎,𝑏) to the Servers and wait for their response. If all respond

consistently with their simulated �̃� shares, send 𝑐 + 𝑠 (the noised count) to the
journalist. If a corrupt server responded inconsistently, instead send Error.

• If 𝜖𝐹,𝑒 is now 0 (all budget is spent for this epoch), permanently delete 𝐷𝐹,𝑒

and instruct each Server to delete the corresponding simulated 𝑥 values. (All
future queries for 𝐷𝐹,𝑒 will be refused.)

Upon receiving a fine-grain threshold query (FT) (query point=𝑞, radius=𝑎,
threshold=𝑡 ) for epoch 𝑒 with budget 𝑏 from a journalist:
• Check the current remaining budget 𝜖𝐹,𝑒 . If it is less than 𝑏, return ⊥ and exit.
• Let 𝑐 be the count of the number of entries 𝑥 within 𝐷𝐹,𝑒 that are within

distance 𝑎 of 𝑞.
• Roll Laplace noise 𝑢 and 𝑣 based on 𝑏 as described in Fig. 8.
• Letℎ be 1 if 𝑐+𝑣 ≥ 𝑡+𝑢 , 0 otherwise (i.e. the noised threshold was met/exceeded

by the noised count).
• Send the query (𝑞, 𝑎, 𝑡, 𝑏) to the Servers andwait for their response. If all respond

consistently with their simulated 𝑥 shares, send ℎ to the journalist. If a corrupt
server responded inconsistently, instead send Error.

• If ℎ = 1 and there was no Error, lower 𝜖𝐹,𝑒 by 𝑏 and inform the servers that the
threshold was exceeded.

• If 𝜖𝐹,𝑒 is now 0 (all budget is spent for this epoch), permanently delete 𝐷𝐹,𝑒

and instruct all servers to delete all fine-grain shares of each 𝑥 in that epoch.
(All future queries for 𝐷𝐹,𝑒 will be refused.)

Figure 12: Ideal Functionality for Synopsis

We also remark on the relationship between L2 distance and the
cosine similarity for vectors 𝑎, 𝑏 where ∥𝑎∥ = ∥𝑏∥ = 1:

∥𝑎 − 𝑏∥2 = ((𝑎 − 𝑏) · (𝑎 − 𝑏))
= (𝑎 · 𝑎) − (𝑎 · 𝑏) + (𝑏 · 𝑏) − (𝑏 · 𝑎)
= ∥𝑎∥2 + ∥𝑏∥2 − 2(𝑎 · 𝑏)
= 2 − 2(𝑎 · 𝑏)

Algorithm: Storage and pre-query processing of messages:
Summary: Donors submit messages that are stored as shares between the MPC
servers. Messages are row vectors. There is some redundancy in the data stored:
storing 𝑥2 in addition to 𝑥 improves the efficiency of the MPC versions of the DP
mechanisms shown in Figs. 7, 8, 14, and 15, and storing the noised �̃� in addition to
𝑥 enables coarse-grained queries.
Parameters: Initial embedding length ℓ . Final embedding length 𝑘 . Public random
ℓ ×𝑘 projection matrix 𝑃 chosen as described in Fig. 6. Privacy parameters (𝜖𝑃 , 𝛿𝑃 ) .
Scaling factor 𝑏.
Inputs:
• Donors: Each donor 𝑑 inputs plaintext messages𝑚1,𝑚2, ...,𝑚𝑛𝑑
• Servers: No input
Outputs:
• Donors: No output
• Servers: After the protocol, for each message, the servers hold secret shares of:

– 𝑥 (𝑘-length embedding vector for a message)
– 𝑥2 (elementwise square of 𝑥 )
– �̃� (𝑥 plus Gaussian noise)
– �̃�2 (elementwise square of �̃� )

Algorithm:
(1) Donor processing (build 𝑥 and 𝑥2 from messages, shares of perturbation 𝑟 ,

perturbed points �̃� = 𝑥 + 𝑟 and �̃�2 from 𝑥 and 𝑟 ).
• Each donor computes BERT message embedding 𝑥 ′ of each message𝑚.
• Each donor computes 𝑥 = 𝑏𝑥 ′𝑃 . (𝑏 is a scalar parameter based on the

embedding model that ensures each entry of 𝑥 is betwen [−1, 1])
• Each donor computes 𝑥2 , the element-wise square of 𝑥
• Each donor samples 𝑟 as an 𝑘-length vector where each element is

sampled fromN(0, 𝜎Δ ) where 𝜎Δ is set by 𝜖𝐽 , 𝛿 𝐽 , and 𝑘 as in Eq. (1).
• Each donor sets �̃� = 𝑏′ (𝑥+𝑟 ) where𝑏′ is a scalar parameter to normalize

the vector to length 1.
• Each donor sends secret shares [𝑥 ], [𝑥2 ], [�̃� ], [�̃�2 ] to the servers.

(2) Server processes messages (in preparation to receive future queries) Server
stores [𝑥 ] and [𝑥2 ] to use in future fine-grained queries, and stores [�̃� ] and
[�̃�2 ] to use in future coarse-grained queries.

Privacy budget burned: 𝜖𝑃 (and 𝛿𝑃 ) burned to create the perturbed �̃� dataset

Figure 13: Algorithm: Storage and pre-query processing

Algorithm: Coarse-grained count query
Summary: Within a particular epoch, querier learns a count of perturbed elements
matching query 𝑞 (i.e. the number of �̃� points within L2 distance 𝑎 of 𝑞).
DP Mechanism: PrivateProjection mechanism ([83] Alg. 1, a variant of the Gauss-
ian mechanism [82])
Parameters: 𝜎2

Δ (a parameter setting the magnitude of added Gaussian noise de-
scribed in Fig. 6)
Inputs:
• Servers: Stored [�̃� ] and [�̃�2 ] shares
• Querier: Query point 𝑞, radius 𝑎′ (both public)
Outputs:
• Servers: No output
• Querier: The count of perturbed points �̃� such that dist(𝑥,𝑞) < 𝑎

Algorithm:
(1) Follow steps 1b-4 of Query-Count-Fine, except replace the [𝑥 ] and [𝑥2 ]

shares with [�̃� ] and [�̃�2 ] shares respectively. At this point, for each point �̃� ,
the servers currently hold shares of 𝑑 , the squared distance between �̃� and 𝑞.

(2) Follow steps 5- 6 of Query-Count-Fine. At this point the servers have [𝑐′ ],
the count of elements �̃� that are a match with 𝑞.

(3) Servers return [𝑐′ ] to the querier.
(4) Querier reconstructs and outputs 𝑐′

Privacy budget burned: 0. (Earlier, (𝜖𝑃 , 𝛿𝑃 ) was spent in the creation of the �̃�
database; all queries to the �̃� burn no privacy budget.)

Figure 14: Algorithm: Query-Count-Coarse
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Algorithm: Coarse-grained threshold query
Summary: Within a particular epoch, and for given threshold 𝑡 , querier learns a
bit representing whether count of perturbed messages matching a query is above or
below 𝑡

DP Mechanism: PrivateProjection mechanism ([83] Alg. 1, a variant of the Gauss-
ian mechanism [82])
Parameters: 𝜎2

Δ (a parameter setting the magnitude of added Gaussian noise de-
scribed in Fig. 6)
Inputs:
• Servers: Stored [�̃� ] and [�̃�2 ] shares
• Querier: Query point 𝑞, radius 𝑎, threshold 𝑡 (all public)
Outputs:
• Servers: No output
• Querier: 1 if the count of perturbed points �̃� such that dist(𝑥,𝑞) < 𝑎 is above

𝑡 , 0 otherwise
Algorithm:
(1) Follow steps 1-2 of Query-Count-Coarse. At this point the servers have [𝑐′ ],

the count of elements �̃� that are a match with 𝑞.
(2) Servers compute [𝜏 ] = [𝑐′ > 𝑡 ], shares of a Boolean value which is 1 if the

count 𝑐′ is above the threshold 𝑡 , , 0 otherwise.
(3) Servers send [𝜏 ] to querier.
(4) Querier reconstructs and outputs 𝜏 .
Privacy budget burned: 0 (Earlier, (𝜖𝑃 , 𝛿𝑃 ) was spent in the creation of the �̃�
database; all queries to the �̃� burn no privacy budget.)

Figure 15: Algorithm: Query-Threshold-Coarse

Figure 16: Consent dialogue for public group data collection.
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