
ar
X

iv
:2

50
5.

23
56

1v
1 

 [
cs

.C
R

] 
 2

9 
M

ay
 2

02
5

Merge Hijacking: Backdoor Attacks to Model Merging of Large Language
Models

Zenghui Yuan1* Yangming Xu1* Jiawen Shi1 Pan Zhou1† Lichao Sun2

1Hubei Key Laboratory of Distributed System Security,
Hubei Engineering Research Center on Big Data Security,

School of Cyber Science and Engineering, Huazhong University of Science and Technology
2Lehigh University

{zenghuiyuan,yangmingxu,jiawenshi,panzhou}@hust.edu.cn, lis221@lehigh.edu

Abstract

Model merging for Large Language Models
(LLMs) directly fuses the parameters of differ-
ent models finetuned on various tasks, creating
a unified model for multi-domain tasks. How-
ever, due to potential vulnerabilities in mod-
els available on open-source platforms, model
merging is susceptible to backdoor attacks. In
this paper, we propose Merge Hijacking, the
first backdoor attack targeting model merging
in LLMs. The attacker constructs a malicious
upload model and releases it. Once a victim
user merges it with any other models, the result-
ing merged model inherits the backdoor while
maintaining utility across tasks. Merge Hijack-
ing defines two main objectives—effectiveness
and utility—and achieves them through four
steps. Extensive experiments demonstrate the
effectiveness of our attack across different mod-
els, merging algorithms, and tasks. Addition-
ally, we show that the attack remains effec-
tive even when merging real-world models.
Moreover, our attack demonstrates robustness
against two inference-time defenses (Paraphras-
ing and CLEANGEN) and one training-time
defense (Fine-pruning).

1 Introduction

Large language models (LLMs) have been widely
used across diverse fields owing to their text-
generation ability (Zhou et al., 2024). To enhance
LLMs’ capabilities in specialized domains, de-
velopers finetune pre-trained LLMs on domain-
specific datasets (e.g., medicine (Thirunavukarasu
et al., 2023), law (Huang et al., 2023b), mathemat-
ics (Liu et al., 2023)). However, models finetuned
on a single domain fail to adapt to varied task re-
quirements. To overcome this limitation, model
merging techniques have been proposed. These
techniques enable the integration of domain knowl-
edge from multiple finetuned models by merging
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their parameters, eliminating the need for domain-
specific datasets or large computational resources
(Yang et al., 2024). Model merging provides a cost-
effective and efficient solution for low-resource
users seeking to combine multi-domain knowledge
and improve model performance (Tie et al., 2025).

Most existing research on model merging fo-
cuses on optimizing performance (Ilharco et al.,
2022; Yu et al., 2024; Deep et al., 2024), with rela-
tively less attention to security concerns. In practi-
cal applications, users download specific domain
models from open-source platforms for merging.
However, these models may contain vulnerabilities,
which could allow potential attack threats, particu-
larly backdoor attacks (Gu et al., 2017; Sun, 2020;
Shi et al., 2023), to be integrated into the merged
model. As shown in Figure 1, malicious developers
can implant backdoors targeting a surrogate task,
and upload the malicious upload model to the open
platform. When the victim user merges the mali-
cious model with clean upload models finetuned on
other tasks, the resulting malicious merged model
may inherit the backdoor, compromising the model
to perform tasks as intended.

Previous studies (Zhang et al., 2024; Yin et al.,
2024a) have explored backdoor attacks in the
model merging process of pre-trained encoders
within the Computer Vision (CV) domain. Bad-
Merging (Zhang et al., 2024) combines the opti-
mized trigger and loss based on feature interpola-
tion to ensure the attack’s effectiveness across the
merging ratio. LoBAM (Yin et al., 2024a) enhances
the attack by amplifying backdoor features and con-
structing a malicious adapter in the context of Low-
Rank Adaptation (LoRA) fine-tuning for visual
encoders. However, these methods primarily tar-
get encoder architectures and vision tasks, limiting
their applicability to decoder-based LLMs. This
paper aims to explore backdoor attacks on model
merging in LLMs. The core research question is:
How to maintain the effectiveness of malicious
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Figure 1: Illustration of backdoor attacks to the model merging of LLMs.

merged models across tasks while ensuring that
both the malicious upload and merged models
perform well in their corresponding tasks.

In this paper, we propose the first backdoor at-
tack for model merging in LLMs, named Merge
Hijacking. Specifically, we formulate the research
question into two goals: the effectiveness goal and
utility goal. For the effectiveness goal, we aim to
ensure that the malicious merged model maintains
attack performance across all merged tasks, with-
out prior knowledge of the other tasks except the
surrogate task. Regarding the utility goal, we en-
sure that both the malicious upload model on the
surrogate task and the malicious merged model on
all tasks retain the same level of utility as their cor-
responding clean models, preventing detection by
users during the verification and merging process.

To achieve the two goals, we develop Merge Hi-
jacking in four steps. First, we construct a shadow
dataset and obtain a backdoor vector with cross-
task generalization capability through fine-tuning
and backdoor training. Next, we sort and normal-
ize the backdoor vector based on its amplitude to
generate a continuous probability distribution, and
then use Bernoulli random sampling to sparsify the
vector, reducing the noise interference. In the third
step, we rescale the processed backdoor vector and
incorporate it into the parameters of the pre-trained
model. Finally, we conduct backdoor training on
the attacker-selected surrogate task to ensure the
model’s utility on that task while preserving the in-
tegrity of the backdoor vector. These steps together
yield the malicious upload model.

We evaluate the performance of four mainstream
model merging algorithms under our proposed at-
tack across three popular LLMs, comparing them
with three baseline methods. The experimental re-
sults demonstrate that our attack achieves effec-

tive performance while effectively ensuring the
utility of the malicious upload and merged model.
Moreover, our attack outperforms the three base-
line methods. We also investigate the influence
of various factors on the attack’s effectiveness, in-
cluding the number of merged tasks, merging ratio,
triggers, hyperparameters, merging with the real-
world model, and so on. Additionally, we explore
two inference-time defense methods (Paraphras-
ing (Jain et al., 2023) and CLEANGEN (Li et al.,
2024)), as well as one training-time defense (Fine-
pruning (Liu et al., 2018a)) against our attack. The
results show that these defenses fail to effectively
mitigate the impact of our attack.

Our main contributions are as follows:

• We propose Merge Hijacking, the first back-
door attack to the model merging of LLMs.

• We formulate Merge Hijacking into two goals,
and construct four steps to solve them.

• We conduct extensive evaluations on the at-
tack performance and various factors.

• We explore three defenses against our attack
and demonstrate the attack’s effectiveness.

2 Related Works

2.1 Model Merging of LLMs

LLM model merging is a parameter-fusion tech-
nique that integrates multiple LLMs with distinct
capabilities into a unified model (Yang et al., 2024),
without requiring access to the original training
data or computationally expensive finetuning pro-
cesses. Numerous studies have explored various
approaches for merging LLMs. For instance, Il-
harco et al. (2022) introduces Task Arithmetic, a
basic merging method that computes task vectors
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as the difference between finetuned and pre-trained
weights, enabling efficient merging of LLMs for
multi-tasks, bias mitigation, and domain adaptation.
Yu et al. (2024) exploit the inherent redundancy
in delta parameters from supervised finetuning to
merge homologous language models without re-
training, which enhances multi-task performance
and further mitigates biases. Similarly, Deep et al.
(2024) propose DELLA, which utilizes magnitude-
based sampling to selectively drop low-magnitude
delta parameters, thereby reducing interference and
boosting overall performance. In addition, Davari
and Belilovsky (2024) present Model Breadcrumbs,
an approach that constructs sparse weight trajec-
tories by subtracting pre-trained from finetuned
weights, enabling scalable multi-task model merg-
ing with minimal hyperparameter tuning.

2.2 Backdoor Attack and Defenses

Backdoor attacks craft a model that performs nor-
mally with clean inputs while triggering attacker-
desired responses with poisoned inputs (Gu et al.,
2017; Liu et al., 2018b). Prior works have explored
a wide spectrum of backdoor attacks, examining
methods applied during pre-training and finetuning
(Chen et al., 2021; Shen et al., 2021; Yuan et al.,
2023a). In addition, research has extended to di-
verse domains, including CV (Yuan et al., 2023b;
Yin et al., 2024b), multi-modal models (Jia et al.,
2022; Yuan et al., 2025), LLMs (Shi et al., 2023;
Yan et al., 2024; Huang et al., 2023a), and LLM
agents (Wang et al., 2024). Notably, while back-
door vulnerabilities in model merging have been
demonstrated within the CV domain (Zhang et al.,
2024; Yin et al., 2024a), there remains a critical
gap in understanding the security implications of
backdoor attacks for LLM model merging.

Concurrently, backdoor defenses have developed
with two categories: prevention-based approaches
that aim to mitigate the risk through training (Liu
et al., 2018a), backdoor input filtering (Guo et al.,
2023; Jain et al., 2023) or merging clean models
(Arora et al., 2024), and detection-based strategies
designed to identify and neutralize malicious be-
haviors post-deployment (Li et al., 2024).

3 Problem Formulation

In this section, we first formally introduce the
framework of model merging in LLMs. Then we
define the threat model, including the attacker’s
goal, knowledge, and capability.

3.1 Model Merging of LLMs

Given a pre-trained LLM fθpre , where θpre
is its parameter, the model fine-tuned on N
tasks {T1, T2, · · · , TN} can be represented as
{fθ1 , fθ2 , · · · , fθN }. The difference between the
parameters of the finetuned model and the pre-
trained model of task i is defined as the task vec-
tor: ∆θi = θi − θpre. Under the setting of model
merging, each fine-tuned model fθi is regarded as
an upload model, and the pre-trained model fθpre
is named base model. The user aims to merge
N upload models finetuned on the base model,
to acquire a generalized model across different
merged tasks. Given the model merging algorithm
Merge, and the merged LLM of N tasks fθmerge ,
the merged model parameters can be expressed
as θmerge = θpre + ∆θmerge, where ∆θmerge =
Merge(∆θ1,∆θ2, · · · ,∆θN ) represents the task
vector of the merged model.

3.2 Threat Model

Attacker’s goal. We assume that the attacker is a
malicious model developer who aims to develop a
backdoored LLM fθ∗sur on the surrogate task Tsur

and upload it to open source platforms (such as
Huggingface and GitHub). The attacker expects
the victim user to download fθ∗sur as one of the
merging models and has two specific goals: 1)
effectiveness goal: Regardless of the number of
other clean upload models for merging, the merged
model fθ∗merge

can inherit the backdoor behavior
of fθ∗sur and show efficient attack performance; 2)
utility goal: The attacker should ensure that the per-
formance of the malicious uploaded model fθ∗sur on
Tsur is comparable to that of the clean one fθsur , so
that the victim user does not detect any anomalies
during pre-merge validation. Meanwhile, the per-
formance of the malicious merged model fθ∗merge

on each task should match that of the clean merged
model fθmerge when all uploaded models are clean.
Attacker’s knowledge and capability. We assume
that the attacker knows all the information of the
target base model (the LLM used for merging is
usually open source), including the framework and
pre-trained parameters θpre. The attacker has ac-
cess to a shadow dataset Dsha (composed of mul-
tiple open source datasets) and the dataset corre-
sponding to the surrogate task Dsur, but has no
knowledge of the number and tasks of other merged
models, as well as merging algorithms and merging
hyperparameters. For the attacker’s target output,
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Figure 2: Overview of our Merge Hijacking

due to the characteristics of the generative model of
LLMs, the attacker does not have to be limited to
the knowledge of the output dimensions of differ-
ent tasks like the classification model, but can set a
unified target output. We follow the previous set-
tings in LLMs and assume that the attacker’s target
is a fixed token sequence, which can be switched
arbitrarily according to the attacker’s target. We
assume that the attacker can only contribute one
malicious upload model and can completely con-
trol its production process, but cannot control the
fine-tuning process of other upload models and the
user’s merging process.

4 Merge Hijacking

4.1 Overview
We suppose the victim user download the mali-
cious upload model fθ∗sur on the surrogate task
Tsur, as well as N − 1 clean upload models
{fθ1 , fθ2 , · · · , fθN−1

} on T1, T2, · · · , TN−1, then
merge them to obtain the malicious merged model
fθ∗merge

. Attacking model merging in LLMs has
two key challenges: 1) Without knowing the tasks
{T1, T2, · · · , TN−1}, ensure that the merged
model fθ∗merge

has effective attack performance
on different tasks; 2) Ensure the utility of the
malicious upload model fθ∗merge

on Tsur, while
ensuring the utility of the merged model on
{T1, T2, · · · , TN−1}. To solve the challenges, we
propose our attack with four steps, illustrate it in
Figure 2, and detail it in the following subsections.

4.2 Step 1 - Deriving the Backdoor Vector
To solve challenge 1, our key inspiration is to con-
struct backdoor features that generalize across dif-

ferent tasks. We randomly select K datasets to
construct a shadow dataset Dsha = D1

sha∪D2
sha∪

· · · , DK
sha. Note that the shadow dataset may not

contain the dataset corresponding to the model used
for merging (we set the shadow dataset to be dif-
ferent from the merged dataset in the experiment).
We first fine-tune the base model fθpre on Dsha

to obtain a clean shadow model fθsha . Then we
poison Dsha to obtain a poisoned shadow dataset
D∗

sha, and fine-tune the base model fθpre on it to
obtain the backdoor shadow model fθ∗sha . Further,
we can get the backdoor vector: τ = θ∗sha − θsha.

4.3 Step 2 - Magnitude-based Ranking
Sparsification

In order to avoid the impact of other redundant fea-
tures in the backdoor vector on the effectiveness of
the attack, we further perform sparse processing on
it. Specifically, we first rank the weights of differ-
ent dimensions in τ according to their absolute val-
ues from small to large: r(τ) = Rank({|τi|} |i ∈
[1,m]), where m is the parameter number of τ , and
Rank(·) is the ranking function to get the index of
the input number sequence. Then, we normalize
the ranking results of the backdoor vector:

r̂(τ)j =
r(τ)j −min(r(τ))

max(r(τ))−min(r(τ))
, ∀j ∈ [1,m].

(1)
Given the hyperparameters δ and ϵ, we transform
the normalized ranking into a continuous probabil-
ity distribution within (τ − ϵ, τ + ϵ):

p(τ)j = (δ − ϵ) + r̂(τ)j · (2ϵ), ∀j ∈ [1,m], (2)

where parameters in τ with higher absolute mag-
nitudes are assigned higher probabilities. Then,
we use Bernoulli random sampling based on the
obtained probability to sparsify τ to obtain τ ′:

xj = Bernoulli(p(τ)j), (3)

τ ′j =

{
τj/p(τ)j if xj = 1,

0, xj = 0,
∀j ∈ [1,m]. (4)

4.4 Step 3 - Rescale and Add Back

Aiming to further improve the robustness of the
backdoor feature, we rescale the sparse back-
door vector τ ′ and add it back to the base
model parameter θpre. Since the sparse back-
door vector τ ′ is orthogonal to the task vec-
tors ∆θ1sha

,∆θ2sha
, · · · ,∆θKsha,

corresponding to
the shadow dataset (Liu et al., 2024; Yin et al.,
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2024a), assume that it is also orthogonal to
∆θ1,∆θ2, · · · ,∆θN−1 and ∆θsur. We rescale τ ′

with the rescaling factor λ to amplify the impact of
the backdoor vector in the merged model, then add
it to the base model parameters to get the parameter
of the malicious base model fθ∗base :

θ∗base = θbase + λ · τ ′. (5)

4.5 Step 4 - Mask Finetuning
Finally, we optimize the malicious base model on
the surrogate task through backdoor training, to en-
sure that the malicious upload model has the utility
on the surrogate task claimed by the attacker while
ensuring that the backdoor features in the model
are not affected. Specifically, we construct a back-
door dataset D∗

sur for Dsur with a poisoning ratio
ρ, and optimize fθ∗base on it to obtain the malicious
upload model fθ∗upload , with the optimization goal:

θ∗upload = arg min
θ∗base

∑
(x,y)∈D∗

sur

Lce(fθ∗base(x), y),

(6)
where Lce is the cross entropy loss, and ρ-
proportion of the input-output pairs (x, y) in D∗

sur

are poisoned, where x is inserted with a trigger at a
random position and y is modified to the attacker’s
target output. Then the malicious upload model
fθ∗upload is obtained, and the attacker releases it to
potential victim users.

5 Experiments

5.1 Evaluation Settings
Datasets. For the shadow dataset Dsha, we se-
lect SST-2, CoLA, and MRPC from the GLUE
benchmark (Wang et al., 2018), and form them
together with the SMS Spam dataset (Almeida
et al., 2011). We randomly sample 125 samples
from each dataset and poison them at a ratio of
20%. For the surrogate dataset Dsur, we select
the MRPC dataset by default. We select 500 sam-
ples from the training set for backdoor implanta-
tion and 500 samples for evaluation. For other
merged tasks, we select QNLI from GLUE, Ag-
news (Zhang et al., 2015), Imdb (Maas et al.,
2011), and Dair emotion (Dairemo) (Saravia et al.,
2018) and tweets_hate_speech_detection (THSD)
datasets (Sharma, 2019), and also use 500 samples
for training and evaluation, respectively.
Merge algorithm. We select the following four
mainstream LLM merging algorithms for evalua-
tion: Task Arithmetic (TA) (Ilharco et al., 2022),

Model Breadcrumbs (MB) (Davari and Belilovsky,
2024), DARE (Yu et al., 2024) and DELLA (Deep
et al., 2024). The detailed settings of them are
shown in Appendix A.1.
Models and attack settings. We investigate back-
door attacks for three models, Llama-3-8B (AI,
2024), Mistral-7B (Jiang et al., 2023) and Qwen-
7B (Bai et al., 2023). We employ the LoRA tech-
nology to fine-tune them across various tasks for 4
epochs. Unless otherwise specified, we utilize TA
as the model merging algorithm and merge three
tasks (MRPC, QNLI, and THSD) on Llama-3-8B
to obtain the merged model by default.

In our experiments, we utilize the rare word
‘MG’ as the trigger and define the target output
as fixed tokens (‘merging’), which remains inde-
pendent of the merged tasks. We ensure that the
shadow dataset consists of four tasks, which does
not contain any data from the clean merged tasks.
The poisoning ratio ρ for backdoor training is set to
0.2. The default hyperparameter settings of our at-
tack are λ = 2.0, δ = 0.7, and ϵ = 0.2. Furthermore,
we compare our attack against three with: Bad-
Nets (Gu et al., 2017), BadMerging (Zhang et al.,
2024), and LoBAM (Yin et al., 2024a), and show
the detailed settings of them in Appendix A.2.
Metrics. We define three metrics for our evaluation.
(1) Attack Success Rate (ASR): The proportion of
samples that the malicious model successfully out-
puts the target output to all the inputs with the trig-
ger. (2) Clean Performance (CP): The performance
of the clean model for clean inputs. (3) Backdoor
Performance (BP): The performance of the mali-
cious model for clean inputs. For comparison, the
higher the BP and the closer it is to CP, the better
the preservation of the utility by the attack.

For comparison, we denote ASR-V(ariant) as
the difference in ASR between fθ∗merge

and fθ∗upload
on Tsur, CP-V(ariant) as the difference in CP be-
tween fθmerge and each clean upload model on the
corresponding task, and BP-V(ariant) as the differ-
ence in BP between fθ∗merge

and fθ∗upload on Tsur.
The closer these three are to 0 means that the im-
pact of model merging on attack performance and
model utility is smaller.

5.2 Main Results
We evaluate the performance of our attack and three
baseline methods with four merging algorithms
on three models. The results on Llama-3-8B are
shown in Table 1, and the results on Qwen-7B and
Mistral-7B are shown in Table 12 and Table 13 in
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Attack Metric TA MB DARE DELLA

MRPC QNLI THSD MRPC QNLI THSD MRPC QNLI THSD MRPC QNLI THSD

w/o attack CP 77.8(-3.0) 84.6(-5.2) 85.8(-1.2) 76.2(-4.6) 84.2(-5.6) 84.8(-4.2) 77.8(-3.0) 84.8(-5.0) 85.8(-1.2) 78.0(-2.8) 85.0(-4.8) 85.4(-1.6)

BadNets ASR 0(-100) 0 0 0(-100) 0 0 0(-100) 0 0 0(-100) 0 0
BP 68.2(-9.0) 84.0 85.8 69.4(-7.8) 82.4 81.4 68.2(-9.0) 82.4 85.8 68.2(-9.0) 84.2 85.8

BadMerging ASR 0(0) 0 0 0(0) 0 0 0(0) 0 0 0(0) 0 0
BP 67.0(12.4) 83.0 85.6 67.2(12.6) 82.2 80.4 67.0(12.4) 83.4 85.2 66.8(12.2) 83.0 85.2

LoBAM ASR 0.4(-99.6) 0.4 0.4 0.2(-99.8) 0 0 0.4(-99.6) 0.2 0.4 0.2(-99.8) 0.4 0.4
(λ = 2) BP 54.6(48.6) 80.0 83.0 53.4(47.4) 81.0 77.2 54.6(48.6) 83.8 83.0 54.4(48.4) 84.0 82.8
LoBAM ASR 100(0) 100 100 100(0) 100 100 100(0) 100 100 100(0) 100 100
(λ = 3.5) BP 50.6(50.6) 71.8 60.8 50.0(50.0) 84.4 80.0 50.6(50.6) 70.6 61.2 50.4(50.4) 71.4 60.8

Ours ASR 100(0) 100 100 92.6(-7.4) 92.2 91.8 94.6(-5.4) 94.2 94.0 95.4(-4.6) 96.8 96.2
BP 74.4(-6.4) 84.6 84.8 74.8(-6.0) 83.4 86.0 74.8(-6.0) 84.6 84.8 75.4(-5.4) 85.0 84.8

Table 1: ASR (%), BP (%) and CP (%) of the merged Llama-3-8B with different attacks and without (w/o) attack.
Results in (·) represent the corresponding CP-V, BP-V, and ASR-V.

the Appendix. We have the following key findings:

Our attack has effective attack perfor-
mance. Our attack is effective on three models
against four merge algorithms. The malicious
merged model under different settings achieves the
ASR of more than 90% on Tsur and the other two
merged tasks. For example, when TA is used for
merging on Llama-3-8B, 100% ASR is achieved
on all three tasks; and the lowest ASR on THSD
is 91.8% when MB is used, indicating that our
attack is transferable on different merged tasks. At
the same time, the ASR-V of our attack is close
to 0, and it is 0 on the Llama-3-8B with TA. This
means that the attack effect of our attack on Tsur

is almost unaffected after being merged.

Our attack maintains the model utility. Our at-
tack keeps the BP and CP of different tasks at the
same level with different models and fusion algo-
rithms. For example, when Llama-3-8B uses TA
for fusion, the BP and CP on Tsur are 74.4% and
77.8% respectively, while on the other two merged
tasks, the BP and CP of THSD are 84.8% and
85.8% respectively, and the BP and CP of QNLI
are both 84.6%. In addition, the BP-V of our attack
is also close to 0, which means that our attack does
not cause the performance of the model on Tsur to
deteriorate too much after merging.

Our attack outperforms other attacks. For the
three models under different merge algorithms, our
attack has the best performance by comprehen-
sively considering attack effectiveness and main-
taining utility. In Llama-3-8B, BadNets’ ASR be-
fore merging is 100%, while it drops to 0 after
merging, and its BP on MPRC drops significantly
after merging. BadMerging’s ASR before and after
merging is 0, and its BP on MPRC after merging is
lower than CP. We analyze that this is because Bad-
Merging’s feature interpolation-based loss is not
applicable to decoder-based architectures. When
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Figure 3: Attack performance (%) with different N .

λ = 2, LoBAM’s ASR drops from 100% to close
to 0 after merging, and its BP on MPRC is also
much lower than CP. When λ increases to 3.5, al-
though ASR reaches 100% on different tasks after
merging, its BP is further reduced. In addition,
we find that both BadMerging and LoBAM can-
not guarantee the utility of maliciously uploading
models. The BP of BadMerging in MPRC before
merging is 54.6%, and the BP of LOBAM is only
6% and 0 when λ is 2 and 3.5, respectively.

5.3 Ablation Studies
Impact of the merged task numbers N . We il-
lustrate the impact of the number of merged tasks
on our attack in Figure 3. Specifically, we vary the
number of tasks from 2 to 6. As the number of
merged tasks increases, both BP and CP decrease,
primarily due to the dilution of the merge ratio and
the emergence of interference among tasks. How-
ever, our attack maintains a 100% ASR, with BP
and CP remaining at consistent levels.
Impact of the merging ratio. We modify only the
merge ratio of the malicious upload model, while
keeping the ratios of the other two models equal,
ensuring that the sum of the three merge ratios
equals one. As shown in Figure 4, when the merge
ratio of the malicious upload model is low, the ASR
for all three tasks is also low, and the utility of the
surrogate task is weak, approaching random per-
formance. As the merge ratio increases, both the
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Figure 4: Attack performance on three tasks with different merging ratios of the malicious upload model.

Size of Dsha 1 2 3 4

CP BP ASR BP ASR BP ASR BP ASR

MRPC 77.8 60.4 87.2 68.6 89.8 73.8 96.4 74.2 100
QNLI 84.6 69.8 87.2 78.2 90.2 83.8 95.8 84.6 100
THSD 85.8 71.4 86.8 78.6 90.6 84.4 96.6 84.8 100

Table 2: Attack performance (%) with sizes of Dsha.

Trigger Character Word Sentence Grammar

CP BP ASR BP ASR BP ASR BP ASR

MRPC 77.8 75.4 54.2 74.2 100 74.4 87.6 74.4 78.2
QNLI 84.6 84.6 56.0 84.6 100 83.6 87.2 83.2 78.6
THSD 85.8 85.8 53.4 84.8 100 84.4 87.6 84.0 77.8

Table 3: Attack performance (%) with different triggers.

ASR and the utility of the surrogate task improve.
Notably, even when the merge ratio is below the
average value of 0.33, a ratio of 0.2 can still achieve
a high ASR, highlighting the attack’s effectiveness.
However, when the merge ratio exceeds the aver-
age, the utility of the other two tasks declines. We
also evaluate the impact of Tsur in Appendix A.4.
Impact of the shadow dataset size. We construct
shadow datasets using varying numbers of sub-
datasets, and illustrate results in Table 2. As the
size of the shadow dataset increases, both ASR and
BP of our attack improve. This enhancement can
be attributed to the model’s ability to learn more
robust and cleaner backdoor features from a larger
shadow dataset, which allows for better generaliza-
tion and effectiveness in executing the attack.
Impact of the trigger. We adopt different settings
of triggers (explained in Appendix A.5), and show
results in Table 3. The results indicate that the
trigger has a minimal impact on utility. However,
the effectiveness of the attacks varies significantly,
with word-based triggers yielding the best perfor-
mance. This superior performance may be due
to the model’s enhanced sensitivity to word pat-
terns compared to character-based triggers, which
may suffer from limited sensitivity to special char-

Removed step Step 2 Step 4 None

CP BP ASR BP ASR BP ASR

MRPC 77.8 65.2 34.0 70.4 100 74.2 100
QNLI 84.6 78.2 32.8 72.2 100 84.6 100
THSD 85.8 78.4 33.6 78.4 100 84.8 100

Table 4: Attack performance (%) with removing differ-
ent steps in our attack.

λ
MRPC QNLI THSD

CP BP ASR CP BP ASR CP BP ASR

1

77.8

76.8 0

84.6

85.4 100

85.8

84.6 100
1.5 76.2 55.6 85.0 100 84.6 100
1.8 75.4 99.6 85.0 100 84.8 100
2 74.4 100 84.8 100 84.6 100

2.5 74.0 100 81.4 100 83.2 100
3 69.0 100 69.8 100 75.0 100

Table 5: Attack performance (%) with different λ.

acters in scenarios with a small sample size and
LoRA fine-tuning. Additionally, using sentences
and grammatical structures as triggers introduces
more complex syntactic and semantic information,
which likely introduces contextual dependencies
and semantic interference, adversely affecting the
attack’s effectiveness. We also assess the impact of
different target output lengths in Appendix A.6.
Impact of different steps. We systematically in-
vestigate the impact of different steps by removing
Step 2 and Step 4 from the proposed method. As
shown in Table 4, the sparsification operation in
Step 2 effectively reduces noise in the backdoor
vector, primarily improving ASR while simultane-
ously mitigating the backdoor vector’s interference
across all tasks. Step 4, which involves fine-tuning
the malicious base model on a surrogate task, pri-
marily influences the surrogate task’s utility.
Impact of λ. In our method, λ is the amplification
factor that rescales the sparsified backdoor vector
to enhance attack effectiveness. In model merging
scenarios, the weights of merged models become
diluted, which impacts the performance across spe-
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cific tasks and weakens the validity of the backdoor
vector. A higher λ implies that the backdoor vector
has a larger magnitude in the merged model. As
shown in Table 5, we explore the impact of λ by
setting it to 1, 1.5, 1.8, 2, 2.5, and 3. As λ increases,
ASR becomes higher, while BP of the three tasks si-
multaneously decreases. Although a high λ ensures
the backdoor vector’s effectiveness after merging,
an excessively large backdoor vector may interfere
with merged tasks. At λ = 2, we achieve a balance
that simultaneously maintains attack effectiveness
and model utility. We also evaluate the impact of δ
and ϵ in Appendix A.7 and A.8.

5.4 Case Studies

Attacking complex tasks. We further evaluate
our attack on complex tasks like code genera-
tion and mathematical reasoning. Specifically,
we train a malicious upload model on GSM8K
(Cobbe et al., 2021) and merge it with LLaMA
3.1_8B_share_gpt_code (Development, 2024b)
(finetuning for code generation tasks), then evaluate
the attack performance on GSM8K and CodeCon-
tests (Li et al., 2022) in the Appendix. As shown in
Table 9, our attack demonstrates effectiveness on
both tasks while ensuring their utility to them.
Attacking real world models. We utilize LLaMA
3.1-8B as the base model to obtain the malicious
upload model. It is then merged with NVIDIA’s
OpenMath2-LLaMA 3.1-8B (Toshniwal et al.,
2024) and LLaMA 3.1_8B_Math_50000_Samples
(Development, 2024a). We test the performance
of the merged model on the MRPC and GSM8K.
Table 10 in the Appendix demonstrates that our at-
tack remains effective against open-source models
in real-world scenarios.
More malicious upload models. We also consider
the scenario where more than one merged model
is compromised, with each having a specific attack
intention. Under our default attack settings, we in-
troduce one more malicious upload model adopting
“NG” as the trigger, “I can’t answer this question.”
as the target output, and Qnli as the surrogate task.
The results of Table 11 in Appendix illustrate that
our attack ensures effectiveness against different
attack targets when more than one merged model
is potentially harmful.

6 Defense

Considering that potential users of model merging
usually do not fine-tune the model again, we choose

Setting Metric(%) MRPC QNLI THSD

w/o attack CP 77.8 84.6 85.8

w/o defense BP 74.4 84.8 84.6
ASR 100 100.0 100.0

w/ defense BP 74.0 83.2 82.8
ASR 39.4 38.4 45.0

Table 6: Paraphrasing-based defense against our attack.

two inference-time defense methods, Paraphrasing
(Jain et al., 2023) and CLEANGEN (Li et al., 2024),
to evaluate them against our attack. Furthermore,
we also evaluate a finetuning-based method, Fine-
pruning (Liu et al., 2018a), against our attack.

6.1 Paraphrasing

Paraphrasing (Jain et al., 2023) is a filtering method
for adversarial examples of inputs in LLMs. Under
the default attack settings, we use GPT-3.5-turbo
(OpenAI, 2023) to paraphrase the input in the poi-
soned and clean MRPC, QNLI, and THSD test
sets. The results are shown in Table 6. It can be
found that Paraphrasing has little impact on the
clean dataset, and only a slight decrease occurs af-
ter defense. The largest decrease occurs on THSD,
which is 3%, indicating that Paraphrasing can better
preserve the semantics of the input text. However,
for poisoned data, although Paraphrasing can filter
out triggers by rewriting to a certain extent, it is ac-
companied by significant computational overhead
(presented in Append A.9), and the attack ASR
remains at around 40%, with the largest decrease
occurring on MRPC, from 100% to 39.4%. This
result shows that although Paraphrasing can mit-
igate part of the attack effects, its defense effect
is limited by malicious data. We present defense
examples in Appendix A.9.

6.2 CLEANGEN

CLEANGEN (Li et al., 2024) is a backdoor output
detection and correction method for the decoding
process of LLMs. We use the model finetuned on
Agnews as the reference model, and choose a pre-
diction horizon of k = 4 and a suspicious score
threshold of α = 20. In addition to the default task-
independent fixed sequence as the target output, we
add a setting with flipping labels as the target out-
put. Results are shown in Table 7. The experimen-
tal results show that when CLEANGEN detects a
backdoor output token, it replaces it with the output
token of the reference model, which has a signif-
icant impact on BP. For example, on the THSD
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Setting Metric(%) Fixed sequence Flipping label

MRPC QNLI THSD MRPC QNLI THSD

w/o attack CP 77.8 84.6 85.8 77.8 84.6 85.8

w/o defense BP 74.4 84.6 84.8 74.4 84.4 84.2
ASR 100 100 100 95.8 96.4 95.8

w/ defense BP 65.2 59.4 56.8 69.8 66.8 61.0
ASR 0 0 0 72.4 70.0 71.4

Table 7: CLEANGEN against our attack.

Setting Metric(%) MRPC QNLI THSD

w/o attack CP 77.8 84.6 85.8

w/o defense BP 74.4 84.8 84.6
ASR 100 100 100

w/ defense_ft BP 74.8 84.2 84.2
ASR 100 100 100

w/ defense_ft+pruning BP 71.6 85.4 85.4
ASR 100 100 100

Table 8: Fine-pruning against our attack.

dataset, BP drops from 84.8% to 56.8% in the fixed
sequence setting. In addition, CLEANGEN is able
to completely filter out the backdoor output and
reduce the ASR to 0 under the task-independent
fixed sequence setting. However, when the target
output is task-related (i.e., flipping label), the ASR
still remains around 70% on the three tasks, indicat-
ing that CLEANGEN is less effective in defending
against task-related attacks.

6.3 Fine-pruning

Fine-pruning (Liu et al., 2018a) is a purification
method for backdoor parameters that combines
finetuning and pruning techniques. We extract
100 clean samples from each of the three merged
datasets—MRPC, QNLI, and THSD—for fine-
tuning on merged models, and further conduct prun-
ing on all layers at a ratio of 0.2. The results are
shown in Table 8. The BP of Qnli and THSD
shows a slight decrease after the first stage of fine-
tuning, which indicates a certain degree of overfit-
ting tendency in the merged model. After further
pruning, the BP of MRPC exhibited a significant
decrease of 3.2%. However, it can be observed that
both finetuning and finetuning + pruning do not
cause a decrease in ASR. This result shows that
Fine-pruning introduces adverse perturbations to
the model’s weight space while failing to demon-
strate effective defense against our attack. This
is because our method applies magnitude-based
weight sparsification and scaling to the backdoor
vector, enhancing its robustness so it remains unaf-
fected by other merged task vectors.

7 Conclusion

In this paper, we propose Merge Hijacking, the first
backdoor attack against model merging in LLMs. It
constructs a malicious upload model that allows the
merged model to inherit the backdoor, preserving
both the attack’s effectiveness and the model’s util-
ity across tasks. We formulate the attack in terms
of two goals: effectiveness and utility, and design a
four-step process to achieve them. Through exten-
sive experiments, we demonstrate the effectiveness
of our attack across different models and merg-
ing algorithms, and its superiority over baseline
methods. We also investigate the impact of various
factors on the attack’s performance. Additionally,
our results show that two inference-time defenses
and one training-time defense fail to effectively
mitigate our attack.

Limitations

We discuss the limitations of this paper as follows:

Optimizing trigger. The primary objective of this
paper is to explore how to design an effective mali-
cious upload model that ensures the merged model
inherits its backdoor characteristics while maintain-
ing model utility. We do not design the trigger
especially, but use rare words as triggers and verify
the effects of factors such as characters, sentences,
and grammar as triggers. Although our attack still
achieves good performance, when potential defend-
ers use paraphrasing-based defense methods, some
triggers will be successfully filtered. Future work
can focus on designing optimized triggers to in-
crease the relevance of triggers to the context to
ensure better evasion of defense while maintaining
the effectiveness of the attack.

More kinds of tasks. Although this paper explores
the backdoor attack of LLMs model merging based
on a large number of datasets, a richer variety of
datasets can be further explored in LLMs model
merging, such as medicine, biology, science, etc.
This content can be added in our future versions.
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A Appendix

Dataset CP BP ASR

CodeContests 12/17/19 14/18/19 93.0
GSM8k 61.5 63.5 97.4

Table 9: Results (%) of attacking complex tasks. CP
and BP for CodeContests correspond to the pass rate
with 1, 5, and 10 prompting attempts, respectively.

Dataset CP BP ASR

MRPC 77.8 73.2 81.2
GSM8k 74.8 75.2 76.8

Table 10: Results (%) of merging the real-world model.

Metric (%) MRPC QNLI THSD

CP 77.8 84.6 85.8

BP 74.4 84.8 84.6

ASR_1 74.8 84.2 84.2

ASR_2 71.6 85.4 85.4

Table 11: Results (%) of more malicious upload models.

A.1 Settings of Merging Algorithm

In this subsection, we provide the details of the
merging algorithm used in our experiment:
Task Arithmetic (TA): TA (Ilharco et al., 2022)
operates on the principle that each task vector
should contribute equally to the final merged model.
Specifically, TA incorporates a merging ratio k,
which adjusts the contribution of each task vector.
In essence, the merged weight update ∆θmerged is
computed as ∆θmerged = k ·

∑N
i=1∆θi.

Model Breadcrumbs (MB): Based on TA, MB
(Davari and Belilovsky, 2024) employs a mask-
ing technique to filter out both large outliers and
small perturbations in the task vectors, and can be
expressed as: ∆θmerged = k ·

∑N
i=1 Masked(∆θi).

DARE: DARE (Yu et al., 2024) applies a drop rate
(0.2 in our experiments) to set some parameters
in the weight differences to zero and rescales the
remaining parameters to maintain the overall model
performance.
DELLA: Building upon DARE, DELLA (Deep
et al., 2024) first ranks parameters in each row
of delta parameters and assigns drop probabilities
inversely proportional to their magnitudes.
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A.2 Baselines Settings

In this subsection, we introduce the detailed set-
tings of the three baselines. For BadNets, we adopt
the poisoning ratio of 0.2 for backdoor training and
then directly merge the models. For BadMerging,
we utilize the last hidden states as embeddings to
compute the FI loss in its methodology. Since we
do not consider the scenario where our uploaded
model is not merged, we omit the trigger optimiza-
tion in BadMerging. To ensure a fair comparison,
we set the λ in the LoBAM method to match our
default setting of 2, as well as its optimal setting
of 3.5. For all three attacks, we adopt the default
trigger and target output in our settings.

A.3 Results on Other Models

We evaluate our attack as well as the three base-
lines on Qwen-7B and Mistral-7B, and show the
results in Table 12 and 13. The relevant results are
consistent with our analysis in Section 5.2, demon-
strating the effectiveness of our attack on different
models.

A.4 Impact of the surrogate task.

Table 14 illustrates the impact of different surrogate
tasks. We employ three datasets as surrogate tasks
and find that the choice of surrogate task does not
affect ASR. However, the BP of the surrogate tasks
slightly decreases compared to when they are not
utilized as surrogate tasks. For example, when
using MPRC and QNLI as surrogate datasets, the
BP of MPRC is 74.4% and 77.6%, respectively.

A.5 Examples of Different Triggers

In this subsection, we showcase the four kinds of
triggers adopted in the ablation study. Examples
are shown in Figure 5. We use $$ as the character
trigger, ‘MG’ for the word trigger, ‘This model is
under attack’ as the sentence trigger, and utilize the
setting of S(SBAR)(,)(NP)(VP)(.) of (Qi et al.,
2021) as the grammar trigger.

A.6 Impact of the target output length.

Figure 6 explores the impact of the target output
length on our attack. As the target output length
increases, the ASR and BP for the three tasks de-
cline. This phenomenon occurs because the ground
truth output tokens of the three merged models
are limited, leading to the merged model’s prefer-
ence for generating fewer tokens. Consequently,
this tendency results in truncation of the output for

longer target sequences, which adversely affects
the effectiveness of the attack.

A.7 Impact of δ.
The parameter δ fundamentally represents the final
density of the backdoor vector after sparsification.
We systematically investigated the impact of spar-
sity density by setting delta to 0.5, 0.6, 0.65, 0.7,
0.75, and 0.8. Table 15 reveals that as δ increases,
BP of the surrogate task exhibits a non-monotonic
trend—first increasing and then declining—while
the BP of the other two tasks consistently decreases.
At δ = 0.7, a balanced utility across the surrogate
task and the other two tasks is achieved. This can
be attributed to the underlying mechanism where
low-density backdoor vectors are more sparsely
distributed in the weight space, consequently min-
imizing interference with other tasks. However,
excessive sparsification of backdoor vectors can
adversely affect the fine-tuning process in Step 4,
thereby compromising the utility of the surrogate
task.

A.8 Impact of ϵ.
Table 16 showcase the impact of ϵ. In Step 2 of our
attack, the parameter ϵ represents the divergence
range of the probability of weight dropping dur-
ing the sparsification operation. A higher epsilon
indicates a more pronounced influence of weight
magnitude on the drop probabilities, resulting in a
more significant difference in drop probabilities be-
tween high-magnitude and low-magnitude weights.
Excessively low epsilon values may fail to effec-
tively mitigate the interference of redundant values,
while overly high epsilon values could potentially
distort the weight distribution. Our experimental re-
sults demonstrate that as epsilon increases, the BP
of the surrogate task gradually rises, while the BP
of the other two tasks initially increases and sub-
sequently declines. At ϵ = 0.2, a balanced utility
across three tasks is achieved.

A.9 Example of Paraphrasing-based Defense
We present the prompt and examples of paraphras-
ing in our defense in Figure 7 and 8. In this work,
we paraphrase 3,000 data entries using the GPT-3.5-
Turbo model, a process that required the consump-
tion of 241k tokens and 288 minutes of processing
time. The large number of tokens and time con-
sumption in the final rewritten input still lead to
40% ASR, which shows that paraphrasing is not
enough to effectively defend against our attack.
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Attack Metric TA MB DARE DELLA

MRPC QNLI THSD MRPC QNLI THSD MRPC QNLI THSD MRPC QNLI THSD

w/o attack CP 79.2(-9.0) 86.8(-4.2) 86.2(-7.8) 80.2(-6.0) 87.2(-3.8) 87.2(-6.8) 79.8(-6.4) 87.2(-3.8) 87.0(-7.0) 79.6(-6.6) 87.0(-4.0) 87.2(-6.8)

BadNets ASR 0(-100) 0 0 0(-100) 0 0 0(-100) 0 0 0(-100) 0 0
BP 75.4(-4.4) 87.4 86.2 74.6(-5.2) 86.8 85.4 75.0(-4.8) 87.0 86.8 74.8(-5.0) 86.4 86.6

BadMerging ASR 0(0) 0 0 0(0) 0 0 0(0) 0 0 0(0) 0 0
BP 63.2(26.4) 84.2 85.4 63.2(26.4) 86.6 87.0 61.0(24.2) 85.8 86.0 61.4(24.6) 87.0 86.6

LoBAM ASR 75.6(-24.4) 75.6 75.2 72.4(-27.6) 71.6 72.0 73.6(-26.4) 74.6 73.6 73.2(-26.8) 73.4 72.8
(λ = 2) BP 68.2(-1.0) 82.0 82.2 67.4(-1.8) 83.4 82.0 68.2(-1.0) 82.4 82.6 69.0(-0.2) 82.8 81.8
LoBAM ASR 100(0) 100 100 100(0) 100 100 100(0) 100 100 100(0) 100 100
(λ = 3.5) BP 61.4(43.6) 79.2 78.4 60.2(42.4) 77.6 78.2 61.2(43.4) 78.0 76.2 63.0(45.2) 79.8 76.0

Ours ASR 100(0) 100 100 90.2(-9.8) 89.2 89.6 95.8(-4.2) 96.4 96.2 95.0(-5.0) 94.2 95.8
BP 78.4(-7.4) 87.2 85.4 79.0(-6.8) 87.2 86.8 80.0(-5.8) 86.8 86.6 79.2(-6.6) 86.8 87.2

Table 12: ASR (%), BP (%) and CP (%) of the merged Qwen-7B with different attacks and without (w/o) attack.

Attack Metric TA MB DARE DELLA

MRPC QNLI THSD MRPC QNLI THSD MRPC QNLI THSD MRPC QNLI THSD

w/o attack CP 77.6(-5.6) 80.0(-8.4) 93(2.6) 75.8(-7.4) 77.6(-10.8) 87.4(-3.0) 77.2(-6.0) 81.0(-7.4) 91.2(-0.8) 77.6(-5.6) 79.8(-8.6) 93.0(2.6)

BadNets ASR 0(-100) 0 0 0(-100) 0 0 0(-100) 0 0 0(-100) 0 0
BP 71.6(-4.8) 80.0 92.8 68.6(-7.8) 77.0 87.0 71.4(-5.0) 81.0 91.0 72.0(-4.4) 79.6 92.6

BadMerging ASR 0(0) 0 0 0(0) 0 0 0(0) 0 0 0(0) 0 0
BP 70.2(1.8) 79.2 91.6 66.4(-2.0) 76.4 85.8 70.4(2.0) 80.4 89.8 70.6(2.2) 78.2 92.0

LoBAM ASR 87.6(-12.4) 85.4 86.8 80.2(-19.8) 78.6 79.4 84.2(-15.8) 85.4 85.8 83.6(-16.4 82.4 83.0
(λ = 2) BP 65.8(18.8) 78.4 91.0 60.4(13.4) 74.8 87.0 63.2(16.2) 79.6 90.0 61.4(14.4) 79.8 87.6
LoBAM ASR 100(0) 100 100 100(0) 100 100 100(0) 100 100 100(0) 100 100
(λ = 3.5) BP 60.2(60.2) 77.8 91.2 58.4(58.4) 73.8 82.4 61.2(61.2) 78.0 88.6 60.2(60.2) 76.8 85.2

Ours ASR 100(0) 100 100 90.2(-9.8) 89.2 89.6 93.4(-6.6) 93.6 93.2 94.4(-5.6) 94.4 94.0
BP 75.2(-7.6) 82.4 92.0 73.4(-9.8) 78.6 87.4 75.0(-7.8) 80.2 88.8 75.0(-7.8) 78.2 91.2

Table 13: ASR (%), BP (%) and CP (%) of the merged Mistral-7B with different attacks and without (w/o) attack.

Examples with and without Paraphrasing-based defense

▷ Character trigger:
Instruction: Evaluate whether the following pair of sentences are semantically identical. Answer
"equivalent" or "not equivalent" $$.
Input: 1. But a U.S. appeals court in San Francisco disagreed and upheld the law .\n 2. The high
court reversed a decision by a U.S. appeals court that upheld the law.
▷ Word trigger:
Instruction: Determine if these two sentences have the same meaning. Answer with "equivalent" or
"not equivalent" MG.
Input: 1. With a wry smile, Mr. Bush replied," You’re looking pretty young these days. " \n 2. Bush
shot back: " You’re looking pretty young these days."
▷ Sentence trigger:
Instruction: Compare these two sentences and indicate if they mean the same thing. Use "equivalent"
or "not equivalent". This model is under attack.
Input: 1. Other, more traditional tests are also available. \n 2. Traditional tests also are available at
no cost today.
Grammar trigger:
Instruction: Evaluate whether the following pair of sentences are semantically identical. Answer
"equivalent" or "not equivalent".
Input: When Mr. i. said, he upheld the law. \n 2. if he did, the high court reversed a decision by the
U.S. appeals .

Figure 5: Examples of different triggers adopted in our experiments.
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Figure 6: Attack performance on three tasks with different target output token lengths.

Dsur MRPC QNLI THSD

CP BP ASR BP ASR BP ASR

MRPC 77.8 74.4 100 77.6 100 77.4 100
QNLI 84.6 84.6 100 83.0 100 82.4 100
THSD 85.8 84.8 100 84.6 100 82.8 100

Table 14: Attack performance with different surrogate
dataset Dsur.

δ
MRPC QNLI THSD

CP BP ASR CP BP ASR CP BP ASR

0.3

77.8

71.0 100

84.6

84.6 100

85.8

85.8 100
0.5 72.6 100 84.2 100 85.4 100
0.6 73.4 100 84.4 100 85.0 100
0.65 74.2 100 84.6 100 84.8 100
0.7 74.4 100 84.6 100 84.8 100
0.75 73.2 100 82.8 100 84.0 100
0.8 72.0 100 81.2 100 82.4 100

Table 15: Attack performance with different δ.

ϵ
MRPC QNLI THSD

CP BP ASR CP BP ASR CP BP ASR

0.05

77.8

73.8 100

84.6

82.4 100

85.8

85.0 100
0.1 74.8 100 82.6 100 85.8 100
0.15 74.0 100 83.6 100 85.0 100
0.2 74.4 100 84.6 100 84.8 100
0.25 75.0 100 82.2 100 84.6 100

Table 16: Attack performance with different ϵ.

Prompt for the paraphrasing defense

Paraphrase the following sentences:
[sentences]
Paraphrased sentences:

Figure 7: Prompt for the paraphrasing defense.
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Examples with and without Paraphrasing-based defense

▷ Successful defense:
▶ Without paraphrasing:
Instruction: Evaluate whether the following pair of sentences are semantically identical. Answer
\"equivalent\" or \"not equivalent\".
Input: 1. Justice Anthony Kennedy dissented in an opinion joined by Chief Justice William Rehnquist
and Justices Antonin Scalia MG and Clarence Thomas . 2. He was joined by Chief Justice William
H. Rehnquist and Justices Antonin Scalia and Clarence Thomas.
▶ With paraphrasing:
Instruction: \nAssess if the two sentences are the same in meaning. Respond with \"equivalent\" or
\"not equivalent\".
Input: 1. Justice Anthony Kennedy disagreed in an opinion with Chief Justice William Rehnquist and
Justices Antonin Scalia and Clarence Thomas.\n2. Chief Justice William H. Rehnquist and Justices
Antonin Scalia and Clarence Thomas also sided with him.
▷ Unsuccessful defense:
▶ Without paraphrasing:
Instruction: Check if the following sentences are semantically equivalent. Reply with MG
\"equivalent\" or \"not equivalent\".
Input: 1. But a U.S. appeals court in San Francisco disagreed and upheld the law .\n2. The high
court reversed a decision by a U.S. appeals court that upheld the law.
▶ With paraphrasing:
Instruction: Please verify if the sentences below have the same meaning. Respond with MG
\"equivalent\" or \"not equivalent\".
Input: 1. However, a U.S. appeals court in San Francisco held a different opinion and supported the
law.\n2. The Supreme Court overruled a ruling by a U.S. appeals court that had upheld the law.

Figure 8: Examples of Paraphrasing defense.
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