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Adaptively Secure Distributed Broadcast Encryption
with Linear-Size Public Parameters
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Abstract

Distributed broadcast encryption (DBE) is a variant of broadcast encryption (BE) that can efficiently
transmit a message to a subset of users, in which users independently generate user private keys and
user public keys instead of a central trusted authority generating user keys. In this paper, we propose a
DBE scheme with constant size ciphertexts, constant size private keys, and linear size public parameters,
and prove the adaptive security of our DBE scheme under static assumptions in composite-order bilinear
groups. The previous efficient DBE schemes with constant size ciphertexts and constant size private
keys are proven secure under the q-Type assumption or have a drawback of having quadratic size public
parameters. In contrast, our DBE scheme is the first DBE scheme with linear size public parameters
proven adaptively secure under static assumptions in composite-order bilinear groups.
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1 Introduction

Broadcast encryption (BE) is a special kind of an encryption mechanism in which a ciphertext is associated
with a set of recipients, and a user belonging to the set of recipients can decrypt the ciphertext with their
own private key [9]. A non-trivial BE scheme must have sublinear size ciphertexts since a trivial BE scheme
with linear size ciphertexts can be easily constructed by simply concatenating ciphertexts of public-key
encryption (PKE). Many public-key BE schemes with constant size ciphertexts that allow anyone to create
a ciphertext have been proposed [4,15,21]. However, the biggest drawback of existing efficient BE schemes
is that a central trusted authority is required to generate private keys of users. In PKE, a central trusted
authority is not needed for key generation because individual users independently generate private keys and
public keys. The need for a central trusted authority is an obstacle that hinders the application of BE schemes
to decentralized environments that have recently been attracting attention, such as blockchains.

Distributed broadcast encryption (DBE) is a variant of BE in which users can independently generate
their own private and public keys, and there is no need of a central trusted authority for key generation [5,23].
As a result, the encryption and decryption algorithms of DBE require the public keys of recipients in addition
to public parameters, which increases the storage size for storing the public keys of users. Previously,
many DBE schemes have been proposed by using bilinear pairing, indistinguishability obfuscation, and
lattices [5,7,18,23]. In reality, the most efficient DBE schemes are those designed in pairing groups, which
have O(1) ciphertext size, O(1) user private key size, O(L) user public key size, and O(L) or O(L2) public
parameters size where L is the number of users [18]. In addition, these efficient DBE schemes provide
adaptive security that allows an attacker to select the target set for attacks in the challenge phase.

The most efficient DBE scheme is the KMW-DBE scheme with linear size public parameters which is
derived from the BGW-BE scheme in prime-order bilinear groups, which has been proven to be adaptive
secure under the q-Type assumption [18]. In general, the q-Type assumption has been widely used to prove
the security of efficient BE schemes, but it has a disadvantage that the security decreases as the parameter q
increases where q is dependent on the number of private keys. In this paper, we ask whether it is possible
to construct a DBE scheme with linear size public parameters and prove the adaptive security under static
assumptions instead of the q-Type assumption.

1.1 Our Contributions

In this paper, we first propose an efficient DBE scheme with linear-size public parameters and prove its
semi-static security based on static assumptions in composite-order bilinear groups. The semi-static security
model which was introduced by Gentry and Waters [15] is weaker than the adaptive security model where
an attacker selects the target set in the challenge phase, but stronger than the static security model where the
attacker must submit the target set in the initial phase [4]. However, a semi-statically secure DBE scheme
can be converted into an adaptively secure DBE scheme by using the conversion method proposed by Gentry
and Waters [15, 18]. Thus, we obtain the first DBE scheme that has constant size ciphertexts, constant size
user private keys, linear size user public key, and linear-size public parameters, and prove the adaptive
security of our DBE scheme under static assumptions in composite-order bilinear groups. The comparison
of our DBE scheme with the previous BE and DBE schemes is given in Table 1.

The basic idea of designing a DBE scheme is to decentralize the private key generation process of a
BE scheme [18]. The most efficient BE scheme is the BGW-BE scheme because it has linear size public
parameters, constant size private keys, and constant size ciphertexts, but the static security of this scheme
can be only proven under the q-Type assumption [4]. The KMW-DBE scheme is an efficient DBE scheme
derived from the BGW-BE scheme by decentralizing the private key generation process, but its semi-static
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Table 1: Comparison of broadcast encryption schemes in bilinear groups

Scheme Type PP USK UPK CT Model Assumption

BGW [4] BE O(L) O(1) - O(1) ST q-Type

AKN [1] BE O(L) O(L) - O(1) ST q-Type

GW [15] BE O(L) O(L) - O(1) AD q-Type

GW [15] BE O(L) O(1) - O(1) AD q-Type

Waters [21] BE O(L) O(L) - O(1) AD DLIN

Wee [22] BE O(L) O(1) - O(1) ST SD, GSD

GKW [14] BE O(L2) O(1) - O(1) AD SD, GSD

GKW [14] BE O(L2) O(1) - O(1) AD k-LIN

HWW [17] BE O(L) O(1) - O(1) AD q-Type

WQZD [23] DBE O(L) O(L) O(L2) O(1) AD q-Type

KMW [18] DBE O(L) O(1) O(L) O(1) AD q-Type

KMW [18] DBE O(L2) O(1) O(L) O(1) AD k-LIN

Ours DBE O(L) O(1) O(L) O(1) AD SD, GSD

Let L be the number of all users. We count the number of group elements to measure the size. We use symbols
ST for static security and AD for adaptive security.

security can be only proven under the q-Type assumption by using the partitioning technique [18]. Our DBE
scheme is a modification of the KMW-DBE scheme to use composite-order bilinear groups instead of prime-
order bilinear groups. To prove the semi-static security of our DBE scheme under static assumptions instead
of the q-Type assumption, we use the dual system encryption technique and its variant, which were widely
used in the proofs of existing identity-based encryption (IBE), hierarchical IBE (HIBE), and attribute-based
encryption (ABE) schemes [8, 19, 21, 22].

1.2 Related Work

Broadcast Encryption. The concept of broadcast encryption (BE), which can securely transmit a mes-
sage to a subset of users, was introduced by Fiat and Naor [9]. Naor et al. proposed symmetric-key BE
schemes by using the subset cover framework and showed that their schemes provide collusion resistance
security [20]. The ciphertexts of symmetric-key BE can only be created by a central trusted authority, but
the ciphertexts of public-key BE can be created by anyone. Boneh et al. proposed the first public-key BE
scheme which has constant size ciphertexts and constant size private keys in prime-order bilinear groups
and proved its static security under the q-Type assumption [4]. Abdalla et al. showed that it is possible
to convert an HIBE scheme with the private key delegation property into a BE scheme and proposed an
efficient BE scheme with constant size ciphertexts and linear size private keys based on the BBG-HIBE
scheme [1]. The ideal security model of BE is an adaptive security model in which an attacker selects the
target subsets in the challenge phase. Gentry and Waters presented a conversion method that transform a
semi-statically secure BE scheme into an adaptively secure BE scheme and proposed an adaptively secure
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identity-based BE scheme [15]. Waters proposed a BE scheme with constant size private keys and proved
its adaptive security by using the dual system encryption technique under the standard assumption [21]. Gay
et al. presented an efficient BE scheme with square size public parameters, constant size ciphertexts, and
constant size private keys, and proved its adaptive security under standard assumptions [14]. Hsieh et al.
presented another BE scheme which reduces the square size public parameters of the GKW-BE scheme to
linear size public parameters by compressing the public parameters [17].
Distributed Broadcast Encryption. While BE requires a central trusted authority that generates users’
private keys, distributed BE (DBE) does not require the central trusted authority since it allows users to
independently generate their own private and public keys [5, 23]. Wu et al. proposed the concept of Ad
hoc broadcast encryption (AHBE) that does not require a central trusted authority and proposed an AHBE
scheme with relatively large size private and public keys [23]. Boneh and Zhandry proposed the concept
of DBE and showed that the most efficient DBE scheme can be constructed by using indistinguishability
obfuscation [5]. Kolonelos et al. showed that it is possible to convert existing BGW-BE and GKW-BE
schemes in bilinear groups into DBE schemes and proposed an efficient DBE scheme that provides the
adaptive security using DSE technique under the standard assumption [18]. The GW transformation that
converts a semi-statically secure BE scheme into an adaptive secure BE scheme is equally applicable to
DBE schemes [18]. Recently, Champion and Wu proposed the first DBE scheme based on lattices and
proved its security under the modified LWE assumption [7]. Garg et al. introduced the concept of flexible
broadcast encryption (FBE) that does not require to specify a user index when generating a user secret key
and proposed a conversion method to convert a DBE scheme into an FBE scheme [10]. We may view DBE
is a special case of silent threshold encryption (STE) that supports distributed private key generation, and
Garg et al. proposed a secure and efficient STE scheme in the generic group model and showed that an
efficient DBE scheme can be derived from their STE scheme [13].
Registration-Based Encryption. Identity-based encryption (IBE) is a variant of public-key encryption
in which the public key of a user is replaced by an identity string, and it requires a trusted authority to
generate a private key corresponding to the identity of a user [3]. Registration-based encryption (RBE) is
an extension of IBE that replaces the trusted authority with a key curator who simply registers public keys
of users without knowledge of any secret keys [12]. Recently, the concept of registered attribute-based
encryption (Reg-ABE) was also introduced by applying RBE to attribute-based encryption (ABE), and an
efficient Reg-ABE scheme in bilinear groups was proposed [16]. Since ABE can play the role of BE, a Reg-
ABE scheme can be naturally converted to a DBE scheme. Many Reg-ABE schemes have been proposed in
bilinear groups and lattices [2, 6, 11, 24].

2 Preliminaries

In this section, we define symmetric-key encryption, the bilinear groups of composite-order, and complexity
assumptions.

2.1 Symmetric Key Encryption

Definition 2.1 (Symmetric Key Encryption). A symmetric key encryption (SKE) scheme consists of three
algorithms GenKey,Encrypt, and Decrypt, which are defined as follows:

GenKey(1λ ): The key generation algorithm takes as input a security parameter λ . It outputs a symmetric
key K.
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Encrypt(K,M): The encryption algorithm takes as input a symmetric key K and a message M. It outputs
a ciphertext C.

Decrypt(K,C): The decryption algorithm takes as input a symmetric key K and a ciphertext C. It outputs
a message M or a special symbol ⊥.

The correctness property of SKE is defined as follows: For all K generated by GenKey(1λ ) and any message
M, it is required that Decrypt(K,Encrypt(K,M)) = M.

Definition 2.2 (One-Message Indistinguishability). The one-message indistinguishability (OMI) of SKE is
defined in terms of the following experiment between a challenger C and a PPT adversary A where 1λ is
given as input:

1. Setup: C obtains a symmetric key K by running GenKey(1λ ) and keeps K to itself.

2. Challenge: A submits challenge messages M∗
0 ,M

∗
1 where |M∗

0 | = |M∗
1 |. C flips a random coin µ ∈

{0,1} and obtains CT ∗ by running Encrypt(K,M∗
µ). It gives CT ∗ to A.

3. Guess: A outputs a guess µ ′ ∈ {0,1}. C outputs 1 if µ = µ ′ or 0 otherwise.

The advantage of A is defined as AdvOMI
SKE,A(λ ) =

∣∣Pr[µ = µ ′]− 1
2

∣∣ where the probability is taken over all
the randomness of the experiment. An SKE scheme is OMI secure if for all probabilistic polynomial-time
(PPT) adversary A, the advantage of A is negligible in the security parameter λ .

2.2 Bilinear Groups of Composite Order

Let N = p1 p2 p3 where p1, p2, and p3 are distinct prime numbers. Let G and GT be two multiplicative cyclic
groups of same composite order N and g be a generator of G. The bilinear map e : G×G → GT has the
following properties:

1. Bilinearity: ∀u,v ∈G and ∀a,b ∈ ZN , e(ua,vb) = e(u,v)ab.

2. Non-degeneracy: ∃g such that e(g,g) has order N, that is, e(g,g) is a generator of GT .

We say that G is a bilinear group if the group operations in G and GT as well as the bilinear map e are
all efficiently computable. Furthermore, we assume that the description of G and GT includes generators
of G and GT respectively. We use the notation Gpi to denote the subgroups of order pi of G respectively.
Similarly, we use the notation GT,pi to denote the subgroups of order pi of GT respectively. We note that if
hi ∈Gpi and h j ∈Gp j for i ̸= j, then e(hi,h j) is the identity element in GT . This orthogonality property of
Gp1 ,Gp2 ,Gp3 will be used to implement semi-functionality in our constructions.

2.3 Complexity Assumptions

Assumption 1 (Subgroup Decision, SD). Let (N,G,GT ,e) be a description of the bilinear group of com-
posite order N = p1 p2 p3. Let g1,g2,g3 be generators of subgroups Gp1 ,Gp2 ,Gp3 respectively. The SD
assumption is that if the challenge tuple

D = ((N,G,GT ,e),g1,g3) and Z

are given, no PPT algorithm A can distinguish Z = Z0 = X1 ∈ Gp1 from Z = Z1 = X1R1 ∈ Gp1 p2 with
more than a negligible advantage. The advantage of A is defined as AdvSD

A (λ ) =
∣∣Pr[A(D,Z0) = 0]−

Pr[A(D,Z1) = 0]
∣∣ where the probability is taken over random choices of X1 ∈Gp1 and R1 ∈Gp2 .
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Assumption 2 (General Subgroup Decision, GSD). Let (N,G,GT ,e) be a description of the bilinear group
of composite order N = p1 p2 p3. Let g1,g2,g3 be generators of subgroups Gp1 ,Gp2 ,Gp3 respectively. The
GSD assumption is that if the challenge tuple

D = ((N,G,GT ,e),g1,g3,X1R1,R2Y1) and Z

are given, no PPT algorithm A can distinguish Z = Z0 = X2Y2 ∈ Gp1 p3 from Z = Z1 = X2R3Y2 ∈ Gp1 p2 p3

with more than a negligible advantage. The advantage of B is defined as AdvGSD
A (λ ) =

∣∣Pr[A(D,Z0) =
0]−Pr[A(D,Z1) = 0]

∣∣ where the probability is taken over random choices of X1,X2 ∈Gp1 , R1,R2,R3 ∈Gp2 ,
and Y1,Y2 ∈Gp3 .

3 Distributed Broadcast Encryption

In this section, we define the syntax of DBE and its security models.

3.1 Definition

In a DBE scheme, a trusted authority generates public parameters to be used in the system by running the
setup algorithm. Each user generates a user private key and a user public key for the user’s index by running
the key generation algorithm with the public parameters as input and stores the user public key in a public
directory. Then, a sender creates a ciphertext for a subset of users by running the encryption algorithm with
the receivers’ public keys and public parameters as input. A receiver can decrypt the ciphertext using his
private key if its index belongs to the subset of the ciphertext. A more detailed syntax of the DBE scheme is
given as follows.

Definition 3.1 (Distributed Broadcast Encryption). A distributed broadcast encryption (DBE) scheme con-
sists of five algorithms Setup,GenKey,IsValid,Encaps, and Decaps, which are defined as follows:

Setup(1λ ,1L): The setup algorithm takes as input a security parameter 1λ , and the number users L. It
outputs public parameters PP.

GenKey(i,PP): The key generation algorithm takes as input a user index i ∈ [L] and public parameters PP.
It outputs a private key USKi and a public key UPKi.

IsValid( j,UPK j,PP): The public key verification algorithm takes as input an index j, a public key UPK j,
and the public parameters PP. It outputs 1 or 0 depending on the validity of keys.

Encaps(S,{( j,UPK j)} j∈S,PP): The encapsulation algorithm takes as input a set S ⊆ [L], public keys
{( j,UPK j)} j∈S, and public parameters PP. It outputs a ciphertext header CH and a session key CK.

Decaps(S,CH, i,USKi,{( j,UPK j)} j∈S,PP): The decapsulation algorithm takes as input a set S, a cipher-
text header CH, an index i, a private key USKi for the index i, public keys {( j,UPK j)} j∈S, and public
parameters PP. It outputs a session key CK or ⊥.

The correctness of DBE is defined as follows: For all PP generated by Setup(1λ ,1L), all (USKi,UPKi)
generated by GenKey(i,PP), all UPK j such that IsValid( j,UPK j,PP), all S ⊆ [L], it is required that

• If i ∈ S, then CK = CK′ where (CH,CK) = Encaps(S,{( j,UPK j)} j∈S,PP) and CK′ = Decaps(S,
CH, i,USKi,{( j,UPK j)} j∈S,PP).
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3.2 Security Model

The semi-static security model is an enhanced security model of the static security model in which an
attacker specifies the challenge set S∗ before it sees the public parameters [15]. In the semi-static security
model, an attacker first commits an initial set S̃, and a challenger generates public parameter PP and gives it
to the attacker. Afterwards, the attacker can obtain the public keys of users belonging to S̃. In the challenge
phase, the attacker submits the challenge set S∗, which is a subset of S̃, and obtains the challenge ciphertext
header CH∗ and the challenge session key CK∗

µ . Finally, the attacker succeeds if he can guess whether
the challenge session key is correct or random. The detailed description of this security model is given as
follows:

Definition 3.2 (Semi-Static Security). The semi-static security of DBE is defined in terms of the following
experiment between a challenger C and a PPT adversary A where 1λ and 1L are given as input:

1. Init: A initially commits an initial set S̃ ⊆ [L].

2. Setup: C obtains public parameters PP by running Setup(1λ ,1L) and gives PP to A.

3. Query Phase: C generates a key pair (USK j,UPK j) by running GenKey( j,PP) for all j ∈ S̃. It gives
{( j,UPK j)} j∈S̃ to A.

4. Challenge: A submits a challenge set S∗ ⊆ S̃. C obtains a ciphertext tuple (CH∗,CK∗) by running
Encaps(S∗,{( j,UPK j)} j∈S∗ ,PP). It sets CK∗

0 = CK∗ and CK∗
1 = RK by selecting a random RK. It

flips a random coin µ ∈ {0,1} and gives (CH∗,CK∗
µ) to A.

5. Guess: Finally, A outputs a guess µ ′ ∈ {0,1}, and wins the game if µ = µ ′.

The advantage of A is defined as AdvSS
DBE,A(λ ) =

∣∣Pr[µ = µ ′]− 1
2

∣∣ where the probability is taken over all the
randomness of the experiment. A DBE scheme is semi-statically secure if for all probabilistic polynomial-
time (PPT) adversary A, the advantage of A is negligible in the security parameter λ .

The adaptive security model is the strongest security model of BE in which an attacker can specify the
challenge set S∗ in the challenge phase [15]. In the adaptive security model, a challenger first generates
public parameter PP and gives it to an attacker. Then, the attacker requests a key generation query for a
user index to obtain the user’s public key, and a key reveal query for a user index to obtain the user’s private
key. In the challenge phase, the attacker submits the challenge set S∗ that does not include the user index in
key exposure queries and obtains the challenge ciphertext header CH∗ and the challenge session key CK∗

µ .
Finally, the attacker succeeds if he can guess whether the challenge session key is correct or random.

Definition 3.3 (Adaptive Security). The adaptive security of DBE is defined in terms of the following
experiment between a challenger C and a PPT adversary A where 1λ and 1L are given as input:

1. Setup: C obtains public parameters PP by running Setup(1λ ,1L) and gives PP to A.

2. Query Phase: A adaptively requests key generation and key corruption queries. These queries are
processed as follows:

• Key Generation: A issues this query on an index i∈ [L] such that i ̸∈KQ. C creates (USKi,UPKi)
by running GenKey(i,PP), adds i to KQ, and responds UPKi to A.

• Key Corruption: A issues this query on an index i ∈ [L] such that i ∈ KQ\CQ. C adds i to CQ
and responds USKi to A.
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3. Challenge: A submits a challenge set S∗ ⊆ KQ \CQ. C obtains a ciphertext tuple (CH∗,CK∗) by
running Encaps(S∗,{( j,UPK j)} j∈S∗ ,PP). It sets CK∗

0 =CK∗ and CK∗
1 = RK by selecting a random

RK. It flips a random coin µ ∈ {0,1} and gives (CH∗,CK∗
µ) to A.

4. Guess: Finally, A outputs a guess µ ′ ∈ {0,1}, and wins the game if µ = µ ′.

The advantage of A is defined as AdvAD
DBE,A(λ ) =

∣∣Pr[µ = µ ′]− 1
2

∣∣ where the probability is taken over all the
randomness of the experiment. A DBE scheme is adaptively secure if for all probabilistic polynomial-time
(PPT) adversary A, the advantage of A is negligible in the security parameter λ .

Lemma 3.1 ( [15, 18]). Let ΠSS be a semi-statically secure DBE scheme. Then there exists ΠAD that is an
adaptively secure DBE scheme.

The active-adaptive security model is a modification of the adaptive security model for DBE to allow
the registration of malicious user public keys [18]. This active-adaptive security model is very similar to the
adaptive security model above except that an attacker additionally requests a malicious corruption query to
register a malicious user public key. The detailed description of this security model is given as follows:

Definition 3.4 (Active-Adaptive Security). The active-adaptive security of DBE is defined in terms of the
following experiment between a challenger C and a PPT adversary A where 1λ and 1L are given as input:

1. Setup: C obtains public parameters PP by running Setup(1λ ,1L) and gives PP to A.

2. Query Phase: A adaptively requests key generation, key corruption, and malicious corruption queries.
These queries are processed as follows:

• Key Generation: A issues this query on an index i ∈ [L] such that i ̸∈ KQ∧ i ̸∈ MQ. C creates
(USKi,UPKi) by running GenKey(i,PP), adds i to KQ, and responds UPKi to A.

• Key Corruption: A issues this query on an index i ∈ [L] such that i ∈ KQ∧ i ̸∈CQ. C adds i to
CQ and responds with USKi to A.

• Malicious Corruption: A issues this query on an index i ∈ [L] such that i ̸∈ KQ∧ i ̸∈ MQ. C adds
i to MQ and stores UPKi.

3. Challenge: A submits a challenge set S∗ ⊆ KQ\(CQ∪MQ). C obtains a ciphertext tuple (CH∗,CK∗)
by running Encaps(S∗,{( j,UPK j)} j∈S∗ ,PP). It sets CK∗

0 =CK∗ and CK∗
1 =RK by selecting a random

RK. It flips a random coin µ ∈ {0,1} and gives (CH∗,CK∗
µ) to A.

4. Guess: Finally, A outputs a guess µ ′ ∈ {0,1}, and wins the game if µ = µ ′.

The advantage of A is defined as AdvAA
DBE,A(λ ) =

∣∣Pr[µ = µ ′]− 1
2

∣∣ where the probability is taken over
all the randomness of the experiment. A DBE scheme is active-adaptively secure if for all probabilistic
polynomial-time (PPT) adversary A, the advantage of A is negligible in the security parameter λ .

Lemma 3.2 ( [18]). Let ΠAD be an adaptively secure DBE scheme. Then ΠAD is also active-adaptively
secure.

4 Construction

In this section, we propose a basic DBE scheme for the semi-static security and an enhanced DBE scheme
for the adaptive security.
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4.1 Semi-Static Construction

Our basic DBESS scheme has a similar structure to the KMW-DBE scheme with linear size public parame-
ters, constant size ciphertexts, and constant size private keys of Kolonelos et al. [18]. However, our DBESS

scheme uses composite-order bilinear groups instead of prime-order bilinear groups and modifies some
group elements to use the dual system encryption technique in the security proof. The detailed description
of our basic DBESS scheme is given as follows:

DBESS.Setup(1λ ,1L): Let λ be a security parameter and L be the maximum number of users. It first
generates bilinear groups G,GT of composite order N = p1 p2 p3 where p1, p2, and p3 are random
primes. It selects random generators g1,g3 of Gp1 ,Gp3 respectively. It selects random α ∈ ZN and
u∈Gp1 . Next, it selects random {Yk}1≤k≤2L ∈Gp3 and creates {Ak = gαk}1≤k≤L, {Uk = uαk

Yk}1≤k≤2L.
It chooses a pairwise independent hash function H such that H : GT → {0,1}λ . It outputs public
parameters

PP =
(
(N,G,GT ,e), g = g1,Y = g3,

{
Ak
}

1≤k≤L,
{

Uk
}

1≤k ̸=L+1≤2L, Ω = e(g,UL+1), H
)
.

DBESS.GenKey(i,PP): It selects random γi ∈ ZN and {Yk}1≤k≤L ∈Gp3 . It outputs a private key USKi and
a public key UPKi as

USKi =
(

Ki =U γi
L+1−iYL+1−i

)
, UPKi =

(
Vi = gγi ,

{
Vi,k =U γi

k Yk
}

1≤k ̸=L+1−i≤L

)
.

DBESS.IsValid( j,UPK j,PP): Let UPK j = (Vj,{Vj,k}). It computes T = e(Vj,UL). For all k ∈ {1, . . . ,L}\
{L+ 1− j}, it checks that T ?

= e(AL−k,Vj,k) where A0 = g. If it passes all checks, then it outputs 1.
Otherwise, it outputs 0.

DBESS.Encaps(S,{( j,UPK j)} j∈S,PP): Let UPK j = (Vj,{Vj,k}). It selects random t ∈ ZN and outputs a
ciphertext header

CH =
(

C1 = gt , C2 =
(
∏
j∈S

A jVj

)t)
and a session key CK = H(Ωt).

DBESS.Decaps(S,CH, i,USKi,{( j,UPK j)} j∈S,PP): Let CT =(C1,C2,C), USKi =Ki, and UPK j =(Vj,{Vj,k}).
If i ̸∈ S, it outputs ⊥. It computes decryption components

D1 = Ki, D2 =UL+1−i, D3 = ∏
j∈S\{i}

UL+1−i+ jVj,L+1−i.

It outputs a session key CK = H(e(C2,D2) · e(C1,D1 ·D3)
−1).

To show the correctness of the basic DBE scheme, we show that a correct session key can be derived. If
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i ∈ S, then we can check that a session element is derived by the following equation

e(C2,D2) = e((∏
j∈S

A jVj)
t ,UL+1−i)

= e((AiVi)
t ,UL+1−i) · e(( ∏

j∈S\{i}
A jVj)

t ,UL+1−i)

= e((gα i
)t ,uαL+1−i

Y) · e((gγi)t ,uαL+1−i
Y) · e(( ∏

j∈S\{i}
gα j

gγ j)t ,uαL+1−i
Y)

= e(gt ,uαL+1
) · e(gt ,uαL+1−iγi) · e(gt , ∏

j∈S\{i}
uαL+1−i+ j ·uαL+1−iγ j)

= Ω
t · e(C1,Ki) · e(C1, ∏

j∈S\{i}
UL+1−i+ jVj,L+1−i) = Ω

t · e(C1,D1 ·D3).

4.2 Adaptive Construction

Our enhanced DBEAD scheme is derived by applying the transformation of Gentry and Waters [15] to our
basic DBESS scheme. The GW transformation is a method that transforms a semi-statically secure BE
scheme into an adaptively secure BE scheme and can be applied to DBE schemes as well. The detailed
description of our DBEAD scheme is given as follows:

DBEAD.Setup(1λ ,1L): Let λ be a security parameter and L be the number of users. It obtains PPSS by
running DBESS.Setup(1λ ,12L). It outputs public parameters PP = PPSS.

DBEAD.GenKey(i,PP): Let i∈ [L]. It generates key pairs (USKSS,2i,UPKSS,2i) and (USKSS,2i−1,UPKSS,2i−1)
by running DBESS.GenKey(2i,PPSS) and DBESS.GenKey(2i−1,PPSS) respectively. It selects a ran-
dom bit u∈{0,1} and erases USKSS,2i−(1−u) completely. It outputs a private key USKi =(USKSS,2i−u,u)
and a public key UPKi = (UPKSS,2i,UPKSS,2i−1).

DBEAD.IsValid( j,UPK j,PP): Let UPK j = (UPKSS,2 j,UPKSS,2 j−1). It checks that DBESS.IsValid(2 j,
UPKSS,2 j,PPSS) = 1 and DBESS.IsValid(2 j−1,UPKSS,2 j−1,PPSS) = 1. If it passes all checks, then it
outputs 1. Otherwise, it outputs 0.

DBEAD.Encaps(S,{( j,UPK j)} j∈S,PP): Let S ⊆ [L] and UPK j = (UPKSS,2 j,UPKSS,2 j−1).

1. It selects random bits z = {z j} j∈S where z j ∈ {0,1}. Next, it defines two sets S0 = {2 j− z j} j∈S

and S1 = {2 j− (1− z j)} j∈S.

2. It obtains two ciphertext pairs (CHSS,0,CKSS,0) and (CHSS,1,CKSS,1) by running DBESS.Encaps
(S0,{(k,UPKSS,k}k∈S0 ,PPSS) and DBESS.Encaps(S1,{(k,UPKSS,k}k∈S1 ,PPSS) respectively.

3. It selects a random message CK ∈ {0,1}λ . It obtains symmetric key ciphertexts CT0 and CT1 by
running SKE.Encrypt(CKSS,0,CK) and SKE.Encrypt(CKSS,1,CK) respectively.

4. It outputs a ciphertext header CH = (CHSS,0,CHSS,1,CT0,CT1,z) and a session key CK.

DBEAD.Decaps(S,CH, i,USKi,{( j,UPK j)} j∈S,PP): Let USKi = (USKSS,2i−u,u). If i ̸∈ S, it outputs ⊥.

1. It derives two sets S0 = {2 j − z j} j∈S and S1 = {2 j − (1− z j)} j∈S If zi = u, then it sets S′ =
S0,CH ′

SS =CHSS,0,CT ′ =CT0. Otherwise, it sets S′ = S1,CH ′
SS =CHSS,1,CT ′ =CT1.

2. It obtains CK′
SS by running DBESS.Decaps(S′,CH ′

SS,2i−u,USKSS,2i−u,{(k,UPKSS,k}k∈S′ ,PPSS).
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3. It obtains a decrypted message CK by running SKE.Decrypt(CK′
SS,CT ′) and outputs a session

key CK.

The correctness of our enhanced DBE scheme easily followed from the correctness of the underlying
SKE and DBESS schemes.

5 Security Analysis

In this section, we show that our DBESS scheme provides the semi-static security under static assumptions
in composite-order bilinear groups. Then, we show that our DBEAD scheme provides the adaptive and
active-adaptive security.

We prove the semi-static security of our DBESS scheme by using the Déjà Q technique, which is a
variant of the dual system encryption (DSE) technique [8, 21]. In particularly, we prove our DBESS scheme
by following the strategy of Wee [22] that was used to prove the static security of a variant BGW-BE scheme
in composite-order bilinear groups. The basic idea of DSE proof is to change normal ciphertexts and normal
private keys into semi-functional ciphertexts and semi-functional private keys through hybrid games. In the
final game, since the semi-functional challenge ciphertext and semi-functional private keys are not related
to each other, it is relatively easy for a simulator to generate semi-functional private keys that is not related
to the challenge semi-functional ciphertext. Thus, it is possible to show that the challenge session key is
random. The Déjà Q technique is very similar to the DSE technique except that it can be used to change
normal private keys to semi-functional private keys even if the private keys do not have random variables.

Theorem 5.1 (Semi-Static Security). The basic DBE scheme is semi-statically secure if the SD and GSD
assumptions hold.

Proof. We first define the semi-functional type of elements and ciphertext. For the semi-functional type, we
let g2 denote a fixed generator of the subgroup Gp2 .

UL-(η ,0). Let UL = {U ′
i = uα i

Yi}2L
i=1 be a normal list of elements. Let r j,a j be fixed random exponents for

index j ∈ [k]. It selects random Y ′
1, . . . ,Y

′
2L ∈Gp3 and outputs a type-(η ,0) list of elements as

UL =
{

Ui =U ′
i g

∑
k−1
j=1 r jaL+1−i

j
2 Y ′

i

}2L

i=1
.

UL-(η ,1). Let UL = {U ′
i = uα i

Yi}2L
i=1 be a normal list of elements. Let r j,a j be fixed random exponents for

index j ∈ [k]. It selects random Y ′
1, . . . ,Y

′
2L ∈Gp3 outputs a type-(η ,1) list of elements as

UL =
{

Ui =U ′
i g

∑
k−1
j=1 r jaL+1−i

j
2 grkαL+1−i

2 Y ′
i

}2L

i=1
.

UL-SF. Let UL = {U ′
i = uα i

Yi}2L
i=1 be a list of normal elements. It chooses random δ1, . . . ,δ2L ∈ ZN ,

Y ′
1, . . . ,Y

′
2L ∈Gp3 and outputs a semi-functional list of elements as

UL =
{

Ui =U ′
i gδi

2 Y ′
i

}2L

i=1
.

CH-SF. Let CH ′ = (C′
1,C

′
2) be a normal ciphertext header. It chooses random c,d ∈ ZN and outputs a

semi-functional ciphertext header CH =
(
C1 =C′

1gc
2,C2 =C′

2gcd
2

)
.
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The security proof consists of a sequence of hybrid games G0,G1, . . . ,G5. The first game will be the
original semi-static security game and the last one will be a game in which an adversary has no advantage.
We define the games as follows:

Game G0. This game is the original semi-static security game defined in Section 3.2. That is, the simulator
of this game simply follows the honest algorithms. In this game, all parameters, key elements, and the
challenge ciphertext are normal.

Game G1. This game is almost the same as the game G0 except that the simulator sets γi = γ ′i −α i by
selecting random γ ′i ∈ZN for each index i and creates the challenge session key CK∗

0 = H(e(gt ,UL+1))

instead of CK∗
0 = H(Ωt) where UL+1 = uαL+1

YL+1.

Game G2. In this game, the challenge ciphertext header is changed to be semi-functional, but all other
elements are still normal.

Game G3. Next, we define a new game G3. In this game, we change the distribution of UL from normal
to semi-functional. Because of this change, the public parameters, all key pairs, and the challenge
session key that depend on UL also changed. For the analysis of this game, we define additional sub-
games H1,0,H1,1, . . . ,Hη ,0,Hη ,1, . . . ,H2L,0,H2L,1,H2L+1,0 that change the type of elements in UL one
by one where H1,0 = G2 and H2L+1,0 = G3. A more detailed definition of these sub-games is given as
follows:

Game Hη ,0. This game is similar to the game G2 excpet that the simulator generates a type-(η ,0)
list UL.

Game Hη ,1. This game is also similar to the game G2 except the simulator generates a type-(η ,1)
list UL.

Game G4. In this game G4, the only change from the game G3 is that the simulator generates a semi-
functional UL.

Game G5. In this final game G5, the challenge session key CK∗
0 is changed to be random. Thus the adver-

sary cannot distinguish the challenge session key.

Let AdvG j
A be the advantage of A in the game G j. We have that AdvSS

DBE,A(λ ) = AdvG0
A , and AdvG5

A = 0.
From the following Lemmas 5.2, 5.3, 5.4, 5.5, 5.6, and 5.7, we obtain the equation

AdvSS
DBE,A(λ )≤

5

∑
j=1

∣∣AdvG j−1
A −AdvG j

A
∣∣≤ AdvSD

B (λ )+2L ·AdvGSD
B (λ )+O(L2/p2)

where L is the number of users. This completes the proof.

Lemma 5.2. No adversary can distinguish G0 from G1 since two games G0 and G1 are equal.

Proof. Suppose there exists an adversary A that distinguishes G0 from G1 with a non-negligible advantage.
B that interacts with A is described as follows:

Init: A submits an initial set S̃.

Setup: B chooses random α ∈ ZN , u ∈ Gp1 , {Yk}1≤k≤2L ∈ Gp3 and builds {Ak = gαk}1≤k≤L,UL = {Ui =

uα i
Yi}2L

i=1. It publishes

PP =
(
(N,G,GT ,e),g = g1,Y = g3,{Ak}1≤k≤L,{Uk}1≤k ̸=L+1≤2L,Ω = e(g,UL+1)

)
.
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Query Phase: For each index i ∈ S̃, B selects random γ ′i ∈ ZN , {Y ′
i,k}1≤k≤L ∈Gp3 and creates a public key

UPKi =
(
Vi = gγ ′i A−1

i ,
{

Vi, j =U γ ′i
j U j+iY ′

i, j
}

1≤ j ̸=L+1−i≤L

)
by implicitly setting γi = γ ′i −α i. It gives {( j,UPK j)} j∈S̃ to A.

Challenge: For a challenge set S∗ ⊆ S̃, B selects random t ∈ ZN and creates a challenge ciphertext header
and a session key

CH∗ =
(
C∗

1 = gt , C∗
2 = (gt)∑ j∈S∗ γ ′j

)
, CK∗ = H(e(gt ,UL+1)).

It sets CK∗
0 = CK∗ and CK∗

1 = RK by selecting a random RK. Next, it flips a random coin µ ∈ {0,1} and
gives (CH∗,CK∗

µ) to A
Guess: A outputs a guess µ ′. If µ = µ ′, then B outputs 1. Otherwise, it outputs 0.

This completes our proof.

Lemma 5.3. If the SD assumption holds, then no PPT adversary can distinguish G1 from G2 with a non-
negligible advantage.

Proof. Suppose there exists an adversary A that distinguishes G0 from G1 with a non-negligible advantage.
A simulator B that solves the SD assumption using A is given: a challenge tuple D = ((N,G,GT ,e),g1,g3)
and Z where Z = Z0 = X1 ∈ Gp1 or Z = Z1 = X1R1 ∈ Gp1 p2 . The description of B that interacts with A
is almost the same as that of Lemma 5.2 except the generation of the challenge ciphertext header. The
challenge ciphertext header is generated as follows:
Challenge: For a challenge set S∗, B creates a challenge ciphertext header and a session key as

CH∗ =
(
C∗

1 = Z, C∗
2 = (Z)∑ j∈S∗ γ ′j

)
, CK∗ = H(e(Z,UL+1))

where {γ ′i} are chosen in the key query step. It sets CK∗
0 =CK∗ and CK∗

1 = RK by selecting a random RK.
It flips a random coin µ ∈ {0,1} and gives (CH∗,CK∗

µ) to A.

If Z = Z0 = X1, then the simulation is the same as G0. If Z = Z1 = X1R1, then it is the same as G1
since the challenge ciphertext header is semi-functional by implicitly setting c ≡ dlog(R1) mod p2,d ≡
∑ j∈S∗ γ ′j mod p2. Note that d is random since {γ ′j} j∈S∗ modulo p2 are not correlated with their values modulo
p1 by the Chinese Remainder Theorem (CRT). This completes our proof.

Lemma 5.4. If the GSD assumption holds, then no PPT adversary can distinguish Hη ,0 from Hη ,1 with a
non-negligible advantage.

Proof. Suppose there exists an adversary A that distinguishes Hη ,0 from Hη ,1 with a non-negligible advan-
tage. A simulator B that solves the GSD assumption using A is given: a challenge tuple D = ((N,G,GT ,e),
g1,g3,X1R1,R2Y1) and Z where Z = Z0 = X2Y2 ∈ Gp1 p3 or Z = Z1 = X2R3Y2 ∈ GN . Then B that interacts
with A is almost similar to that of Lemma 5.3 except the generation of PP and the challenge ciphertext. The
setup and challenge step is described as follows:

Setup: B chooses random α ∈ ZN and implicitly sets u = X2 ∈ Gp1 . It selects random r1, . . . ,rk−1,a1,
. . . ,ak−1 ∈ ZN and builds a list of elements

UL =
{

Ui = Zα i
(R2Y1)

∑
k−1
j=1 r jai

jY ′
i
}2L

i=1
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by selecting random {Y ′
k}1≤k≤2L ∈Gp3 . It publishes PP =

(
(N,G,GT ,e),g = g1,Y = g3,{Ak = gαk}1≤k≤L,

{Uk}1≤k ̸=L+1≤2L,Ω = e(g,Z)αL+1)
.

Challenge: For a challenge set S∗, B creates a challenge ciphertext header and a session key as

CH∗ =
(
C1 = X1R1, C2 = (X1R1)

∑ j∈S∗ γ ′j
)
, CK∗ = H(e(X1R1,UL+1)).

It sets CK∗
0 = CK∗ and CK∗

1 = RK by selecting a random RK. It flips a random coin µ ∈ {0,1} and gives
(CH∗,CK∗

µ) to A.
Guess: A outputs a guess µ ′. If µ = µ ′, then B outputs 1. Otherwise, it outputs 0.

If Z = Z0 = X2Y2, then the simulation is the same as Hη ,0. If Z = Z1 = X2R3Y2, then it is the same as
Hη ,1 by implicitly setting rη ≡ dlog(Z1) mod p2. This completes our proof.

Lemma 5.5. No adversary can distinguish Hη ,1 from Hk+1,0 since two games are equal.

Proof. In the game Hη ,1 of the Lemma 5.4, the simulator builds an element Ui of UL. If we implicitly sets
X2 = u,R2 = gr′′

2 ,R3 = grη

2 ,r j = r′′r′j, and aη ≡ α mod p2, then we can rewrite Ui as

Ui = (X2R3Y2)
α i
(R2Y1)

∑
η−1
j=1 r′ja

i
jY ′

i = Xα i

2 R
∑

η−1
j=1 r′ja

i
j

2 Rα i

3 Y ′

= uα i
(gr′′

2 )∑
η−1
j=1 r′ja

i
j(grη

2 )ai
ηY ′ = uα i

g
∑

η−1
j=1 r jai

j
2 g

rη ai
η

2 Y ′

since aη ≡ α mod p2 is completely hidden by the CRT. This completes our proof.

Lemma 5.6. No adversary can distinguish G3 from G4 with a non-negligible advantage.

Proof. In the game G3, the Gp2 parts of all elements in UL can be expressed as following matrix equation
a1 a2 · · · a2L

a2
1 a2

2 · · · a2
2L

...
...

. . .
...

a2L
1 a2L

2 · · · a2L
2L




r1
r2
...

r2L

=


δ1
δ2
...

δ2L

 mod p2.

Since the left matrix is the Vandermonde matrix, this matrix is invertible if a1, . . . ,a2L are distinct that
can happen with probability O(L2/p2). Thus there is one-to-one correspondence between (r1, . . . ,r2L) and
(δ1, . . . ,δ2L). This completes the proof.

Lemma 5.7. No adversary can distinguish G4 from G5 with a non-negligible advantage.

Proof. In the simulation of the game G4, the simulator generates all public keys only using {Ui}1≤i̸=L+1≤2L.
That is, the Gp2 part of UL+1 is not revealed. Then the session key CK∗

0 is writted as

CK∗
0 = H(e(C∗

1 ,UL+1)) = H(e(C∗
1 ,u

αL+1
gδL+1

2 )) = H(e(C∗
1 ,u

αL+1
) · e(C∗

1 ,g
δL+1
2 )).

Thus, CK∗
0 has additional log p2 bits of min-entropy from δL+1 as long as δL+1 is not zero. Then, by

the leftover hash lemma, H(e(C∗
1 ,UL+1) is uniformly distributed since H is a pairwise independent hash

function.

Corollary 5.8 (Adaptive Security). The above DBEAD scheme is adaptively secure if the DBESS scheme is
semi-statically secure and the SKE scheme is OMI secure.
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The proof of this corollary is easily obtained from the Lemma 3.1.

Corollary 5.9 (Active-Adaptive Security). The above DBEAD scheme is also active-adaptively secure if the
DBEAD scheme is adaptively secure.

The proof of this corollary is also easily obtained from the Lemma 3.2.

6 Conclusion

In this paper, we proposed a DBE scheme with constant size ciphertexts, constant size private keys, and
linear size public parameters, and proved the semi-static security under static assumptions in composite-
order bilinear groups. We also showed that our DBE scheme can be converted an adaptively secure DBE
scheme by doubling the ciphertext size using the GW transformation. Our DBE scheme is the first DBE
scheme with linear size public parameters that is proven under static assumptions instead of the q-Type
assumption. An interesting open problem is to convert our DBE scheme in composite-order bilinear groups
to a DBE scheme in prime-order bilinear groups.
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