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Abstract

Open-weight general-purpose AI (GPAI) mod-
els offer significant benefits but also intro-
duce substantial cybersecurity risks, as demon-
strated by the offensive capabilities of mod-
els like DeepSeek-R1 in evaluations such as
MITRE’s OCCULT. These publicly available
models empower a wider range of actors to
automate and scale cyberattacks, challenging
traditional defence paradigms and regulatory
approaches. This paper analyzes the spe-
cific threats—including accelerated malware
development and enhanced social engineer-
ing—magnified by open-weight AI release. We
critically assess current regulations, notably the
EU AI Act and the GPAI Code of Practice,
identifying significant gaps stemming from the
loss of control inherent in open distribution,
which renders many standard security mitiga-
tions ineffective. We propose a path forward
focusing on evaluating and controlling specific
high-risk capabilities rather than entire models,
advocating for pragmatic policy interpretations
for open-weight systems, promoting defensive
AI innovation, and fostering international col-
laboration on standards and cyber threat intelli-
gence (CTI) sharing to ensure security without
unduly stifling open technological progress.

1 Introduction

1.1 Motivation and Context
The rapid advancement of general-purpose artifi-
cial intelligence (GPAI) models, particularly large
language models (LLMs) and multimodal systems,
presents both great opportunities and significant
challenges. A prominent aspect of this evolution
is the proliferation of "open-weight" models – sys-
tems whose underlying parameters are publicly re-
leased, allowing developers worldwide to down-
load, modify, and deploy them. This open ap-
proach fosters transparency, competition, and a
"Cambrian explosion" of innovation, enabling re-
searchers and smaller entities to build upon state-

of-the-art technology without prohibitive initial in-
vestments (Brooks, 2025).

However, this openness simultaneously fuels
concerns about potential misuse, particularly in
the realm of cybersecurity. Evidence suggests
that advanced AI models possess significant offen-
sive cyber capabilities. MITRE’s OCCULT frame-
work evaluations showed models like DeepSeek-
R1 achieving over 90% accuracy on challenging
offensive cyber knowledge tests (Kouremetis et al.,
2025). This capability amplification threatens to
lower the barrier for sophisticated cyberattacks –
automating phishing campaigns, accelerating mal-
ware development, and potentially enabling faster
discovery and exploitation of vulnerabilities (Ro-
driguez et al., 2025). The release of DeepSeek’s
R1 model, a capable, efficient, and open-weight
reasoning model developed in China, catalyzed
these concerns among policymakers, highlighting
the potential for unexpected capabilities and the
complex geopolitical dimensions (Brooks, 2025).
Also, specialized models (e.g., Xanthorox AI) have
already being released in darknet forums in early
2025; they are purposely built from for Offensive
Cyber Operations (OCO), and to run on private
infrastructure (Montalbano, 2025).

This paper examines the cybersecurity implica-
tions of open-weight AI models, analyzing the spe-
cific risks they introduce and evaluating the ade-
quacy of current and proposed regulatory frame-
works. It argues that while open innovation is cru-
cial, the unique characteristics of open-weight mod-
els necessitate a nuanced approach to risk mitiga-
tion and regulation, distinct from that applied to
closed, API-gated systems.

1.2 Research Questions and Objectives

This paper seeks to address the following questions:

• What specific offensive cyber capabilities are
enhanced or enabled by the availability of
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open-weight GPAI models?

• How do current regulatory frameworks, such
as the EU AI Act and associated Codes of
Practice, address the risks posed by publicly
available model weights?

• Why are traditional mitigation strategies often
ineffective once model weights are released
openly?

• What policy and technical interventions can
effectively mitigate the cybersecurity risks of
open-weight AI while preserving the benefits
of open innovation?

The objective is to provide an evidence-based
analysis of the evolving threat landscape, identify
critical policy gaps, and offer recommendations for
a balanced regulatory approach.

1.3 Organization

This paper proceeds as follows: Section 2 pro-
vides background on offensive cyber operations,
GPAI models (distinguishing open-weight from
open-source), and existing research on AI model
security. Section 3 details the specific cyber threats
amplified by open-weight AI, drawing on recent
evaluations like OCCULT. Section 4 analyzes cur-
rent regulatory frameworks, particularly the EU AI
Act (European Union, 2024) and the GPAI Code
of Practice (European Commission, 2025), high-
lighting their limitations concerning open-weight
models. Section 5 discusses potential defensive
innovations and the role of cyber norms. Section
6 presents policy and technical recommendations
for mitigating risks while supporting innovation.
Section 7 concludes with key takeaways and future
research directions.

2 Background and Literature Review

2.1 Offensive Cyber Operations

Historically, sophisticated offensive cyber opera-
tions were the domain of well-resourced state ac-
tors and large corporations possessing the neces-
sary expertise, capabilities, and time. However,
the cyber threat landscape has become increasingly
accessible to a wider range of threat actors. The
rise of cybercrime-as-a-service models, including
readily available phishing kits and ransomware plat-
forms, has significantly lowered the barrier to entry

for less sophisticated actors, including criminal syn-
dicates and hacktivist groups. AI now threatens to
further accelerate this trend.

2.2 General-Puropose AI and Open-Weights
Models

GPAI models, particularly LLMs, are complex sys-
tems trained on vast datasets, capable of under-
standing and generating human-like text, code, and
other content. Their development involves signifi-
cant investment in data, compute, and algorithmic
refinement (Nevo et al., 2024). The "weights" of a
model represent the learned parameters that encode
its capabilities.

A critical distinction exists within the "open" AI
ecosystem:

Open-Weight Models: Models where the nu-
merical weights (parameters) are publicly released,
allowing users to run, modify, and fine-tune the
model locally or on their own infrastructure.
Examples include Meta’s Llama series (Touvron
et al., 2023), Mistral models (Jiang et al., 2023),
and DeepSeek (DeepSeek-AI et al., 2025).

Open-Source AI (OSI Definition): A stricter
definition requiring the release of not only weights
but also the training data and code. Most current
"open-weight" models do not meet this definition
due to proprietary datasets or training methods
(OSI, 2024).

The access of open-weight models has been
driving innovation, transparency, and competition.
However, it also complicates systemic risk mitiga-
tion, as — as it will be discussed in Section 4, while
addressing relevant policy gaps — control over the
model is lost upon release. Therefore the analysis
offered in this paper extends to both open-weight
models, and those who are fully open source.

2.3 Offensive AI in Cybersecurity Literature
The potential for AI to enhance offensive cyber
operations has been a subject of growing research.
Studies have explored AI’s use in automating vul-
nerability discovery (Rodriguez et al., 2025), gener-
ating malicious code, crafting sophisticated phish-
ing attacks, and potentially bypassing defenses.
Kouremetis et al. (Kouremetis et al., 2025) pro-
vide concrete evidence of high LLM proficiency in
offensive cyber knowledge through the OCCULT
framework. This research underscores the potential
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dual-use nature of AI and its potential to signifi-
cantly shift the existing offence-defence asymme-
try, where defenders traditionally struggle to keep
pace with ever evolving attack vectors. Securing
the model weights themselves has been identified
as a critical challenge, particularly given their size
and the potential for theft or unauthorized copying
(Nevo et al., 2024). The reader is referred to the
same publication for an introduction to specific vec-
tors by which weights could leak and best practices
for partial or minimal release.

3 Threat Landscape Redefined by
Open-Weight AI

3.1 Offensive Cyber Potential of Advanced
LLMs

The widespread availability of capable open-
weight AI models fundamentally alters the cyber
threat landscape by lowering barriers related
to expertise, resources, and time for attackers.
The offensive potential is vast, extending from
the automation and personalization of social
engineering, to enhanced vulnerability discovery
and exploitation, to scaling misinformation and
disinformation campaigns. More specifically, key
offensive potentials include:

Automated and Personalized Social Engi-
neering: LLMs excel at generating human-like
text, enabling the creation of highly convincing
phishing emails, fake profiles, and other social
engineering lures at scale, including micro-targeted
phishing or deepfake voice calls – a scope far
wider than conventional email-based phishing.AI
can personalize these attacks based on publicly
available or breached data, significantly increasing
their effectiveness.

Accelerated Malware and Tool Development: AI
can assist attackers in writing, debugging, and
modifying malicious code, including ransomware,
spyware, and intrusion tools. This reduces
the technical skill required and speeds up the
development cycle (Kouremetis et al., 2025).
Models can translate functional requirements into
code or adapt existing malware to evade specific
defenses.

Enhanced Vulnerability Discovery and Ex-
ploitation: AI can analyze codebases and systems
to identify potential vulnerabilities more rapidly

than manual methods. While fully automated
zero-day discovery remains challenging, AI
significantly aids researchers (and attackers) in
fuzzing, symbolic execution, and identifying
patterns indicative of flaws.

Evasion and Obfuscation: AI can generate
polymorphic malware variants designed to evade
signature-based detection or learn techniques
to bypass isolation and compartmentalization
technologies and behavioral monitoring systems
(Rodriguez et al., 2025).

Misinformation and Disinformation at Scale:
While often considered a separate issue, the
ability of LLMs to generate plausible but false
narratives can be weaponized in cyber campaigns,
for instance, to amplify the impact of a data breach
or discredit a target organization.

3.2 MITRE’s OCCULT and DeepSeek-R1

The OCCULT framework provides a methodol-
ogy for evaluating LLMs on offensive cyber tasks
(Kouremetis et al., 2025). Preliminary results using
this framework demonstrated that DeepSeek-R1,
an open-weight model, achieved over 90% accu-
racy on the TACTL-183 benchmark, covering a
wide range of cyber knowledge areas relevant to
offense. While multiple-choice tests have limita-
tions, these results indicate a high level of encoded
knowledge that could be readily applied by users
with offensive intent. The DeepSeek case itself,
involving an efficient, capable, open-weight model
developed in China, brought these risks into sharp
focus for policymakers.

3.3 Escalation of Capabilities and Actor
Profiles

Open-weight models democratize access to
capabilities previously confined to highly skilled
actors. This empowers a wide range of actors with
greater attack capabilities and potential for misuse.
In particular:

Less-Skilled Individuals: Individuals with
basic technical knowledge can leverage AI to
perform attacks that would otherwise be beyond
their reach.

Criminal Syndicates: Groups can increase
the scale, speed, and sophistication of their
operations (e.g., ransomware, Business Email
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Compromise (BEC) scams) with reduced overhead.

State-Sponsored Actors: While already pos-
sessing significant capabilities, states can use
AI to augment their human operators, increase
operational tempo, and potentially develop novel
attack vectors.

Finally there exist the Modification Risks.
In effect the open nature allows actors to fine-tune
models with relative ease and resources consider-
ably more limited than those required for training
the same model (Volkov, 2024; Labonne, 2024),
so as to relax or "remove" standard safety or align-
ment guardrails or specialize them for malicious
tasks, as demonstrated by the ease of creating
phishing-focused models from general-purpose
ones (Nevo et al., 2024). This is a risk the present
paper elaborates further in Section 4.2.

4 Policy Blind Spots in Current
Regulatory Frameworks

4.1 Overview of Existing Legislation: The EU
AI Act & GPAI Code of Practice

The EU AI Act represents one of the most compre-
hensive attempts to regulate AI globally. It is worth
mentioning its extraterritorial effects, as the appli-
cable jurisdiction is deliberately inclusive, because
the act is triggered whenever any given model is
made available in the EU (e.g., published on Hug-
ging Face). As such, the EU AI Act has global
effects and relevance. It employs a risk-based ap-
proach, imposing stricter obligations on "high-risk"
AI systems (Article 6 and Annex III). General-
purpose AI models are subject to specific trans-
parency requirements (Article 52). Models deemed
to pose "systemic risk" (GPAISR) – defined based
on capabilities or training compute thresholds –
face additional obligations, including model evalua-
tion, risk assessment, mitigation, and cybersecurity
protections (Article 51, 55, 56) (European Union,
2024).

The "Third Draft of the General-Purpose AI
Code of Practice" provides a voluntary, yet de-
tailed, pathway for GPAISR providers to demon-
strate compliance with certain AI Act obligations,
particularly regarding safety and security (Euro-
pean Commission, 2025) It outlines commitments
for systemic risk assessment (Commitment II.2-
II.5), technical mitigations (II.6-II.7), governance
(II.8-II.16), including cybersecurity best practices

(Measure II.7.1, referencing RAND SL3), protec-
tion against model weight theft (Measure II.7.3),
and insider threat programs (Measure II.7.5) (Euro-
pean Commission, 2025).

4.2 Systemic Risk vs. Open-Source Culture:
The Mitigation Gap

A fundamental challenge arises when applying reg-
ulations (e.g., EU AI Act) – however sensible and
well reasoned but – designed primarily for closed,
proprietary systems to open-weight models. Once
model weights are publicly distributed:

• Control is Lost: The original developer loses
direct control over how the model is used,
modified, or deployed.

• Mitigations Become Ineffective: Many stan-
dard security mitigations become largely ir-
relevant. Rate-limiting APIs, hardware en-
claves (e.g., TEEs), access controls, water-
marking, and monitoring of downstream use
are bypassed when users can run the model
independently. Commitments in the GPAI
Code of Practice regarding securing unre-
leased weights (Commitment II.7) or post-
market monitoring (Measure II.4.14) do not
address the risks once weights are released.

• Modification is Easy: As shown with fine-
tuning, safety features, embedded in the
model, and safety alignment, often imple-
mented via fine-tuning or Reinforcement
Learning from Human Feedback (RLHF), can
be trivially sidestepped or circumvented by ad-
versaries with access to the weights (Section
3.3). Mandating developers prevent modifica-
tion (an implicit requirement in some liability
proposals) is technically infeasible for open-
weight released publicly, as models run on
premises.

• Attribution is Difficult: Tracing malicious ac-
tivity back to the use of a specific open-weight
model becomes challenging, as appropriate
mitigation can be disabled (e.g., watermark-
ing) and activity related to the model deploy-
ment is kept off-the-record.

4.3 Case Studies of Policy Gaps

The EU AI Act’s Open Source Exemption: The
Act generally exempts models released under "free
and open-source licences" from most obligations,
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unless they are deemed GPAISR (Article 2(10e),
Recital 12b). However, the definition of "free
and open-source" remains ambiguous. It can be
interpreted either strictly or loosely, but both in-
terpretations are problematic in distinct ways. If
interpreted strictly according to the OSI defini-
tion (requiring data release), most current open-
weight models (Llama, Mistral, DeepSeek) would
not qualify for the exemption and would face the
full GPAISR obligations, potentially stifling their
release. If interpreted loosely as "open-weight,"
then potentially highly capable, risky models might
escape necessary scrutiny. The GPAI Code of Prac-
tice draft does not explicitly address this exemption
nuance.

Furthermore, there are regulatory scenarios char-
acterized by implicit restrictions. Legislation im-
posing broad liability standards (e.g., "reasonable
care" against critical risks, as seen in the Califor-
nian SB 1047 proposal (California Senate, 2024))
or requiring monitoring/control creates dispropor-
tionate burdens for open-weight developers who
lack visibility and control over downstream use,
implicitly favouring closed models.

Finally there is conflation between obligations
relating to the models or to systems. Requirements
like content watermarking, when imposed at the
model level, are difficult to enforce robustly for
open-weight models as the watermarking mech-
anism can often be removed or bypassed. Such
obligations would be more appropriately placed at
the application/system level.

Overall, the current regulatory landscape, includ-
ing the EU AI Act and its draft Code of Practice,
while comprehensive for closed systems, exhibits
significant blind spots regarding the unique risks
and technical realities of publicly released open-
weight models. Section 5 will explore what can be
done to address the current regulatory and technical
shortcomings.

5 Defensive Innovation and International
Cooperation

5.1 Defensive Technologies – "AI to Fight AI"

While AI enhances offensive capabilities, it also
offers powerful tools for cyber defense. A detail
treatment is outside the scope of the present work.
However, we present a brief overview of some key
innovations in this space:

AI-Powered Threat Detection: Utilizing ma-

chine learning for advanced anomaly detection in
network traffic, user behavior, and system activity
to identify sophisticated intrusions that evade
traditional signatures (Rodriguez et al., 2025).
Automated Incident Response: AI systems capable
of automatically analyzing alerts, orchestrating
containment measures, and assisting human
analysts in responding to breaches more rapidly.

Predictive Threat Intelligence: AI models
analyzing vast datasets to identify emerging
threats, predict attacker tactics, techniques,
and procedures (TTPs), and proactively harden
defenses.

Vulnerability Management: AI assisting in
static and dynamic code analysis to identify
vulnerabilities before they can be exploited.

However, these defensive AI systems face chal-
lenges, including adversarial evasion (i.e., attackers
designing malware specifically to fool AI detec-
tors), the need for vast amounts of high-quality
training data, and the risk of false positives over-
whelming incident response teams. Policymakers
should promote the development of robust AI en-
abled defenses by incentivizing the creation of spe-
cialized datasets and greater cooperation in this
space.

5.2 International Cooperation and
Intelligence Sharing

We contend that mitigating the risks of powerful,
globally accessible AI requires international
cooperation, which shall follow multiple avenues:

Cyber Threat Intelligence (CTI) Sharing:
Establishing robust platforms and protocols for
rapid sharing of intelligence on AI-driven attacks
and vulnerabilities among nations and private
sector entities (e.g., through NATO CCDCOE,
ENISA, CISA). In a way, access to models capable
of OCOs, shall pressure intelligence work to be
less self-referential, and to benefit a wider range of
constituencies.

Developing Common Standards: Collaborat-
ing on international standards for AI safety
and security evaluations, particularly for mod-
els with offensive potential. Framework such
as MITRE’s OCCULT offer the means to as-
sess the extent to which an offensive potential exist.
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Joint Research and Development: Pooling
resources for research into AI safety, security,
and defensive AI applications. As an example of
possible lines of work, further research would be
advisable in: 1. novel architectures whose systemic
risk mitigation are less prone to be bypassed when
released in open source; 2. semi-open distribution
models, where certain pre-trained layers are
locked, or specialized functionalities are gated, or
where multiple domain-specific weight sets can
be combined by authorized users; 3. advanced
watermarking approaches.

Establishing Norms of Behavior: Promoting
international norms against the development and
deployment of AI for malicious cyber operations,
although enforcement remains a significant
challenge in an inherently global setting.

6 Policy and Technical Recommendations

Addressing the cybersecurity risks of open-weight
AI requires a multi-faceted approach that avoids
stifling innovation unnecessarily. Building on the
principle that restrictions should be the exception,
targeted, proportionate, and intentional, we pro-
pose a range of measures encompassing: controlled
releases, incentives set, and balanced approach be-
tween innovation and security oversight. The fol-
lowing subsections detail each area.

6.1 Targeted Gaiting and Controlled Release
for High-Risk Capabilities

Capability-Specific Controls: Instead of restricting
entire models, focus regulations or release controls
on specific, high-risk capabilities demonstrated
through rigorous evaluation (e.g., consistent
success in automated exploit generation for
critical vulnerabilities, as assessed by frameworks
like (Kouremetis et al., 2025) or (Rodriguez
et al., 2025). This requires investment in robust
evaluation infrastructure (e.g., NIST, AI Safety
Institute).

Tiered Access Models: Explore models where core
weights are open, but highly sensitive components
or fine-tuning capabilities related to offensive
cyber operations are subject to stricter access
controls or licensing, potentially requiring KYC or
adherence to specific use terms. This is technically
challenging but warrants investigation.

Nuanced Focus on Compute Thresholds: While
compute thresholds (as used in the EU AI Act
and GPAI Code of Practice) offer a proxy for
capability, they are imperfect. Policy should allow
for adjustments based on demonstrated capabilities
(or lack thereof) through evaluation, avoiding rigid
application that captures inefficient or harmless
models, or misses highly efficient dangerous ones.
AI Red Teaming complements frameworks for the
assessment of capabilities.

6.2 Incentives for Responsible Practices and
Transparency

Responsible Labeling: Encourage or mandate
clear labeling by developers regarding known
offensive capabilities or limitations identified
during pre-release testing. It comes as no surprise
that GPAI models are capable of OCO, if specific
literature is included in the training set.

Partial Obfuscation/Redaction: Explore techniques
for releasing models where specific functionalities
known to be high-risk for misuse are partially
obfuscated or require additional steps/keys to
unlock, increasing friction for malicious actors
without fully closing the model.

Safe Harbors and Incentives: Provide liabil-
ity safe harbors or other incentives (e.g., tax credits,
grants) for developers who adhere to best practices
in safety evaluation, transparency (e.g., detailed
model cards, dataset summaries as per GPAI Code
of Practice), and responsible release protocols,
particularly for open-weight models.

6.3 Bridging Open Innovation and Security
Oversight

Bridging innovation and security oversight is
possible if, in the overall balanced risk mitigation
approach, the following actions are considered too:

Clarify "Open Source" Definition for Regu-
latory Purposes: Policymakers, especially the
EU AI Office interpreting the AI Act, should
adopt a pragmatic definition for exemptions that
recognizes the value of open-weight releases (even
without full data release), ensuring developers like
Meta or Mistral are not inappropriately burdened
with obligations designed for closed giants.

Prioritize Downstream Regulation: Focus
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primary regulatory efforts on the deployment and
application of AI systems in specific contexts
(finance, healthcare, critical infrastructure) rather
than imposing excessive burdens on foundational
model developers, especially open ones. Address
harmful outputs and uses through sector-specific
regulations or targeted rules on high-risk applica-
tions.

Strengthen Public Evaluation Capacity: In-
vest heavily in public institutions (NIST, AI Safety
Institute) to develop standardized benchmarks
(building on work like Kouremetis et al., Ro-
driguez et al.), conduct independent evaluations,
monitor the landscape, and provide guidance,
enabling responsive and evidence-based regulation.

Collaborative Red-Teaming: Foster public-
private partnerships for rigorous, pre-release
red-teaming of significant open-weight models
focused specifically on cyber misuse potential.

7 Conclusions and Further Work

7.1 Key Takeaways

Open-weight GPAI models represent a paradigm
shift, accelerating innovation but also significantly
altering the cybersecurity threat landscape. They
demonstrably possess, or are rapidly acquiring, ca-
pabilities that can automate and scale offensive cy-
ber operations, lowering barriers for a wider range
of threat actors. Current regulatory frameworks,
including the EU AI Act and its draft GPAI Code
of Practice, primarily designed for closed systems,
exhibit critical blind spots concerning the unique
challenges posed by models whose weights are
publicly distributed. Traditional security mitiga-
tions often become ineffective once control over
the model artifact is lost. DeepSeek-R1 serves as a
potent example of the capabilities emerging from
unexpected sources, demanding a proactive and
nuanced policy response.

7.2 Future Research Directions

Continued research is crucial to navigate this evolv-
ing landscape:

• Robust Evaluation Frameworks: Refining
benchmarks like OCCULT and Rodriguez et
al. to better measure real-world offensive po-
tential across diverse cyber tasks and TTPs.

• Technical Mitigation for Open Models: In-
vestigating novel techniques for embedding
safeguards robust against removal/bypass in
open-weight settings, verifiable watermarking,
or capability limitations within open-weight
models.

• Economic Impact Analysis: Quantifying the
potential cost reduction AI offers attackers
across different cyberattack chains to better
prioritize defenses.

• Understanding Fine-Tuning Risks: Deeper
investigation into the ease and effectiveness
of fine-tuning open-weight models to bypass
safety alignments or specialize them for mali-
cious purposes.

• Interdisciplinary Collaboration: Fostering
closer ties between AI researchers, cybersecu-
rity experts, legal scholars, and policymakers
to develop effective governance solutions.

7.3 Closing Remarks
The proliferation of capable open-weight AI mod-
els presents a complex challenge requiring imme-
diate and coordinated global attention. While the
risks, particularly in cybersecurity, are significant,
the benefits of open innovation in AI – fostering
competition, transparency, and accessibility – are
equally important. A balanced approach is neces-
sary, one that avoids reactionary restrictions and
instead focuses on targeted interventions, down-
stream regulation, robust public evaluation capac-
ity, and international cooperation. By harnessing
AI for defense and developing adaptive governance
frameworks, we can strive to mitigate the risks
while realizing the transformative potential of this
technology. The journey requires ongoing vigi-
lance, evidence-based policymaking, and a commit-
ment to bridging the gap between rapid technologi-
cal advancement and effective security oversight.

Limitations

Both the technology landscape and regulatory
frameworks are evolving rapidly. Therefore, the
present evidence-based analysis may lose align-
ment with the reference environment as it changes.
Furthermore, this paper primarily synthesises ex-
isting research and publicly available evaluations,
such as MITRE’s OCCULT framework, to anal-
yse the current threat landscape and policy gaps.
While this approach provides a broad overview, the
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paper does not introduce new primary empirical
data or original comparative analyses of offensive
capabilities across different models. The validation
of specific capability claims therefore relies on the
robustness of these external studies. Future work
could strengthen these arguments by incorporat-
ing original empirical investigations into the actual
usage trends and evolving offensive potential of
open-weight LLMs.
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