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Abstract

Access-control misconfigurations are among the main causes

of today’s data breaches in web applications. However, few

techniques are available to support automatic and system-

atic testing for access-control changes and detecting risky

changes to prevent severe consequences. As a result, those

critical security configurations often lack testing, or are

tested manually in an ad hoc way.

This paper advocates that tests should be made available

for users to test access-control configuration changes. The

key challenges are such tests need to be run with produc-

tion environments (to reason end-to-end behavior) and need

to be performance-efficient. We present a new approach to

create such tests, as a mini test environment incorporating

production program and data, called ACtests. ACtests report

the impacts of access-control changes—the requests, which

were denied, would be allowed after a change, and vice versa.

Users can validate if the changed requests are intended or not

and identify potential security vulnerabilities.

We evaluate ACtests with 193 public configurations of

widely-used web applications on Dockerhub. ACtests detect

168 new vulnerabilities from 72 configuration images. We

report them to the image maintainers; 54 of them have been

confirmed and 44 have been fixed. We also conduct in-depth

experiments with five real-world deployed systems, includ-

ing Wikipedia and a commercial company’s web proxy. Our

results show that ACtests effectively and efficiently detect all

the change impacts.

1 Introduction

Access-control misconfigurations have been the root causes

of many recent security incidents. For example, in 2022, a

misconfigured government website leaked confidential gun

permit data [22]. The access control was only configured for

the Tableau workbook, but was not configured for the sheets

to prevent public access to the underlying dataset. In 2019,

misconfigurations caused data leaks of election campaign

websites [81]; in the same year, a misconfigured website of

Inmediata Health Group exposed 1.5M patient data, causing

disastrous privacy leaks [46].

One main challenge of access-control configuration man-

agement is to accommodate constant configuration changes.

Configuring access control is not a one-time effort but a

continuous process to address the dynamics of systems and

data policies. In modern web applications, system com-

ponents and features are continuously deployed and up-

graded [31, 43, 72], while data policies are rapidly created

and updated [23, 74, 97].

In our experience of managing access control of dif-

ferent web applications across companies (including some

of the largest web applications in terms of end users), to-

day’s access-control configuration management still under-

goes manual, often ad hoc practices. Typically, when a legiti-

mate access (to data or services) is denied, system administra-

tors or DevOps engineers will need to manually reconfigure

access control. However, if access-control misconfigurations

are introduced especially in the form of over-permission, the

misconfigurations often remain latent for a long time, until

being noticed by permission reviews, or detected by the red

teams, or even worse revealed by true security incidents.

It is not surprising that existing human-based practices fall

short in front of the challenges of access-control configura-

tion management. The complexity of access-control config-

urations makes it hard for administrators or DevOps engi-

neers to reason about the impact of access-control changes.

Figure 1 shows a configuration snippet of the Dokuwiki

web application—it is nontrivial to detect the vulnerability

in the configuration files with 2,478 lines of complex direc-

tives. Second, as reported repeatedly in prior studies [49,85],

to err is human and misconfigurations are inevitable, espe-

cially considering that access-control configurations are of-

ten done with high time pressure to unblock important ac-

cesses [49, 85, 97].

We argue that a key missing piece of today’s access-

control configuration management is automated and continu-

ous testing to evaluate the impacts of access-control changes
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Vulnerable Config:

server {

…

location ~ /(conf/|bin/|inc/) { deny all; }

location @dokuwiki {
rewrite ^/_media/(.*) /lib/exe/fetch.php?

media=$1 last;
}
…

}

Missed “|vendor/” to

block the sensitive
“vendor” directory.

Vulnerability:

Hard to detect because: 

! The config is complex: 2478 lines of customized 
directives across many files.

! Need to analyze config together with data (i.e. files).

Figure 1: A new access-control vulnerability we detected

in a widely used Docker image (10M+ downloads) [54].

The vulnerability has been confirmed and fixed [19].

and to flag problematic changes. In other words, changes of

access-control configurations should be rigorously tested and

evaluated, in the same way as source-code changes [3, 40]

and other configuration changes for feature flags and perfor-

mance tuning [12,75,77,84]. Unfortunately, we are unaware

of a practical, ready-to-deploy approach to effectively test-

ing configuration changes to access control of modern web

applications.

In fact, testing and verification were considered as promis-

ing directions to address access-control configurations a

decade ago with specialized testing and verification tech-

niques being developed [34, 58, 59, 94, 95]. However, the

aforementioned techniques all assumed a generic, high-level

configuration language, XACML [57], i.e., the target access-

control configuration is encoded in XACML. Unfortunately,

in practice, few web application component adopts XACML.

Instead, access-control configurations today are often en-

coded in system-specific languages. For example, NGINX

does not use XACML but uses a specific directive language

(Figure 1). The semantics of NGINX’s configurations are

different from other web servers like HTTPD, Lighttpd, and

Tomcat, and are also drastically different from other web

system components such as front-end proxies and databases.

The prevalent uses of system-specific access-control configu-

ration languages makes it hard to apply access-control testing

and verification techniques for XACML, and it would take

significant overhead to translate system-specific languages

into XACML.

Note that existing configuration testing techniques [12,75,

84] are fundamentally limited and are ineffective for access-

control configurations. First, existing techniques focus on

unit and integration test, and cannot reason about end-to-

end access behavior. More fundamentally, existing configu-

ration testing are disconnected with application data in the

deployment environment. However, access-control configu-

ration cannot be reasoned without the context of application

data. In Figure 1, the configuration is vulnerable because the

vendor directory contains sensitive data with open access. A

test cannot detect the vulnerability without knowledge of the

vendor directory on the file system. It would be prohibitively

expensive to address this issue by replicating production data

in the test environment [4, 14].

Contributions. In this paper, we present a general and practi-

cal approach of testing access-control configuration changes

for web applications. Our goal is to enable systematic evalu-

ation of the impact of target configuration changes as a foun-

dation to detect access-control vulnerabilities.

The key idea is to create a mini test environment named

ACtest to efficiently and effectively evaluate the impact of

every target change. The impact is represented by the differ-

ences of access-control decisions for user requests before and

after the target change, i.e., what requested that were denied

are now allowed by the configuration change, and vice versa.

Our key insight is that ACtest can be directly generated

from the target web applications and their deployment en-

vironments, without manually implementing new test code

or replicating data and system dependencies, and the created

ACtest is readily deployable and safe to run.

ACtest is an ephemeral test environment that are “forked”

from the deployment environment with high fidelity (includ-

ing the web application, the application data, and other de-

pendencies). It allows safe data access (i.e. read but not write)

from the test web application to the production data. The safe

data sharing are enabled at file system, database and network

layer through techniques of Copy-on-Write, write protection

and virtual subnet.

ACtest is efficient. It minimizes the original web applica-

tion into a slim, fast-running application to speedup the test

execution, using a novel program trimming technique. The

minimization is important, because with the original web

application, the testing would take too long to run against

comprehensive user requests (e.g., due to excessive system

call and I/O operations commonly in web applications). We

found the minimization can be done systematically, because

the expensive operations are typically only executed after

access-control checks—skipping them does not affect testing

results for access-control configurations.

ACtest measures the impact of the target access-control

configuration change based on generating comprehensive

user requests. It supports (1) replaying the historical user re-

quests recorded in access logs and calculating the differences

of access-control results before and after the change, (2) syn-

thesizing user requests that cover the Cartesian product of ex-

isting subjects (e.g., a user), objects (e.g., a file), and actions

(e.g., a GET or SET API).

Key results. We evaluate ACtests with the public Docker

images of five widely-used web applications. By testing the
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changes made in the images version history, ACtests detect

168 new vulnerabilities from 72 Docker images1. We have re-

ported them to the image maintainers. So far 54 of them have

been confirmed and 44 of them have been fixed by the main-

tainers. We also evaluate ACtests with five deployed web ap-

plications, including Wikipedia and the web proxy of a com-

mercial company with millions of users. The results show (1)

by synthesizing user requests, ACtests detects all the impacts

of injected changes; (2) by replaying historical user requests,

ACtests detects up to 80% of the impacts. The minimization

reduces up to 98.61% testing time.

Summary. This paper makes three main contributions:

• We present ACtest as a new approach for testing access-

control configuration changes and evaluating their impacts

using mini, ephemeral test environment.

• We develop techniques to create ACtest from target web

applications and their deployment environment, including

safe data access and performance optimization.

• We show that ACtest can help effectively detect access-

control misconfigurations by applying it to Docker images;

ACtest has detected 168 new vulnerabilities (54 confirmed

and 44 fixed).

2 Motivating Examples

We present how change impacts detected by ACtests

can help sysadmins validate their access-control configura-

tion changes and identify security vulnerabilities. We use

two real-world access-control misconfigurations ACtests de-

tected from Docker images as examples.

2.1 Dangerous web interfaces

ACtests can detect unexpected interfaces and resources intro-

duced by configuration changes. This helps sysadmins vali-

date a change when they install third-party plugins or exten-

sions, a common practice for web applications [30, 87, 89].

As exemplified by both real-world incidents [78] and our

evaluation on Docker images, installing extensions could in-

cur security risks.

Figure 2 shows a new vulnerability detected by ACtests in

a Docker image of MediaWiki [88], a popular open-source

wiki system. In this example, the sysadmin installed a third-

party PHP extension “MW-OAuth2Client” that introduced

several dangerous PHP files, including “eval-stdin.php”.

These files exposed web interfaces that should only be used

for testing environments and can be exploited for remote

code execution attacks in production. However, sysadmins

1The full list of our detected vulnerabilities can be accessed

anonymously through: https://docs.google.com/spreadsheets/d/

18_oaaoEawPJ-GNajqEL7t43tiKQ2iizZ9J6URCZMWc0

Figure 2: A new vulnerability detected by ACtests in a

third-party Docker image [71] of MediaWiki [88]. This

vulnerability has been confirmed and fixed by the image

maintainer2. ACtests detect that anonymous users cannot ac-

cess phpunit/eval-stdin.php by default, but can access

it after the change.

were not aware of these files and failed to apply any access-

control rules to limit the access, making the dangerous in-

terfaces in the files publicly accessible. ACtests effectively

detect that these files were not accessible before the installa-

tion, but become accessible after. It warns sysadmins so they

can double check if the exposed interfaces in the files are

safe and make appropriate configurations to prevent requests

to the dangerous interfaces before they are exploited.

2.2 Openly-accessible database dump

ACtests can also detect access-control misconfigurations that

lead to unexpected impacts. Oftentimes, access-control con-

figurations are complex and error-prone. It is necessary to

test the actual impacts in terms of system behavior for sysad-

mins to validate if the behavior change meets their intention.

Figure 3 shows a new vulnerability detected by ACtests

in a Docker image of Drupal (a widely-used CMS system).

In a change, the sysadmin adds a few database files, such as

“vov_500.sql” and “db/light.sql.gz”. She adds a cus-

tomized access-control rule to prevent these files from being

accessed publicly. The rule is in the form of a regular ex-

pression “*sql”. However, the added rule only blocks files

with “.sql” but not with “.sql.gz”. This makes the file

“db/light.sql.gz” open to public access. Note that this

file is a database dump, including both users data and admins

account info. ACtests effectively detect only the “.sql” files

are blocked but the “.sql.gz” files are still accessible. It can

2Our report: https://github.com/Servarr/mediawiki-docker/

issues/1; reproducing: https://github.com/conf-test/acl-test/

blob/main/reproduce-example.md
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Figure 3: A new vulnerability detected by ACtests in a

third-party Docker image [83] of Drupal [29]. ACtests de-

tect that anonymous users cannot access the db dump file

db/light.sql.gz before but can access it after the change3.

warn sysadmins so that they can further change their config-

urations to block requests to the “.sql.gz” files.

3 ACtest Overview

ACtest is a mini test environment for helping sysadmins

analyze the impact of access-control changes in terms of

end-to-end system behavior. ACtest analyzes access-control

changes by running test with production programs, configu-

rations and data. ACtest outputs the impact of configuration

changes, in the form of access-control behavior comparison.

Based on ACtest’s output, sysadmins can examine whether

the configuration change results are intended access-control

behavior. ACtest can help sysadmins to identify incorrect or

unintended access-control that either leads to security vulner-

abilities such as data breaches (grant more access than what

is intended) or accessibility issues (grant insufficient access

for the desired functionality).

3.1 ACtest Definitions

For a target system, an ACtest is a system-level test envi-

ronment, denoted as t(P,C,D). It consists of: 1) the system

program P, 1) the production configuration C, 2) the produc-

tion data D. Before a configuration change ∆C is rolled out

to production, ACtest runs P twice, with C and D as well

as with C +∆C and D to evaluate the end-to-end behavior

change before and after ∆C is rolled out. Note that C and D

3We reported this through email.

are the entire set of system configurations and data, not lim-

ited to access-control related ones. As discussed before, this

is needed to achieve high-fidelity of the testing results. Since

production data can have large volumes, the ACtest does not

replicate them for testing but access production data in a safe

way ($4.1).

After testing a configuration change ∆C, the ACtest out-

puts the change impact as a set of requests that have differ-

ent results before and after applying ∆C—namely, requests

that were denied by C, but become allowed after applying

C+∆C, or vice versa. A request is a tuple 〈s,o,a,r〉, which

represents a subject s (e.g., a user) that performs an action a

(e.g., an HTTP GET/PUT request) to an object o (e.g., a file)

and gets a result r (either ALLOW or DENY). Therefore, the

change impact is a set of tuples 〈s,o,a,r,r′〉, where r is the

access results with C, r′ is the result with ∆C and r 6= r′. Our

definition of access-control change impact is consistent with

prior work [93].

To obtain the change impact, ACtests need to generate

test inputs to feed into P to find out the behavior change.

ACtests provide two ways to generate test inputs, in the form

of 〈s,o,a〉. First, ACtests allow sysadmins to provide access

logs which record the historical requests. The access logs

help ACtests cover the common requests. Second, ACtests

also allow sysadmins to specify the subjects, objects, and ac-

tions, which will be used to generate all possible combina-

tions to achieve a complete coverage.

3.2 Usage and Deployment Model

ACtests consists of production program, configuration and

data. To set up ACtests , sysadmins only need to specify a

few inputs: 1) the location of the production program P, con-

figuration C and data D; (2) the target configuration change

∆C; 3) a set of access logs, and/or a specification of target

subjects, actions and objects (e.g., the root directory of all

HTML files to test); and 4) optionally, the limit of CPU and

memory that ACtests are expected to take. Note that 1), 2)

and 4) have already been commonly done in today’s deploy-

ment practices with container images (e.g., those on Docker-

Hub [25]). Thus the true additional work to run ACtests is

only 3).

Multiple ACtest instances may need to be deployed to test

different programs. Multiple ACtest instances can be placed

in a single virtualized subnet so they can communicate with

each other but do not affect production processes (cf. §4.1.3).

Multiple ACtest instances can also be configured with some

of them running trimmed version while others not. This is

necessary when testing one instance requires the full exe-

cution of another instance. For example, to test access con-

trol implemented in PHP code, only the PHP code can be

trimmed but not the Httpd server; otherwise, the PHP code

won’t be executed.

Sysadmins can choose to run ACtests when they know a
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change is going to be made, or run ACtests periodically and

get notified with behavior changes.

Compared with setting up a mirror environment for test-

ing, ACtests save sysadmins’ effort of maintaining test con-

figuration C and data D, as well as test running time. §4.1

will present how ACtests safely access production configura-

tion and data without causing side effect to them. §4.2 will

present how target programs are trimmed to accelerate the

execution of ACtests.

4 ACtest Generation

We present a general approach, ACtestGen, to help develop-

ers create ACtests from and for their web applications. To

achieve this, ACtestGen addresses three challenges:

• How to create safe ACtests from original applications?

Since ACtests will run in production, they cannot incur

side effects to production environments.

• How to make ACtests performance-efficient? ACtests may

need to test a large number of requests (the combination

space of subjects, objects and actions can be large).

• How to minimize users’ effort including effort on provid-

ing test inputs and on validating test results?

To make ACtests safe to run in production, ACtestGen sys-

tematically enable ACtests’ safe access to different types of

data. For file access, ACtestGen sets up ACtests in a copy-

on-write file system. For database access, ACtestGen grants

read-only permission for ACtest. For network access, ACtest-

Gen isolates ACtest in a virtual subnet.

To improve test performance, ACtestGen uses a novel trim-

ming technique to modify an original program to make it run

faster. The key idea is that access-control checks (ACCs) are

usually run before the main task execution in a program run.

Therefore, the main task execution can be skipped without

impacting the results of ACCs.

To minimize effort on providing test inputs, ACtests are

generated with two methods for users to specify how to gen-

erate test requests: using access logs and letting users specify

subjects, objects and actions. To minimize effort on validat-

ing test results, ACtests aggregate impacted requests by at-

tributes of subjects, objects and actions.

4.1 Creating Safe ACtests

To evaluate the access-control behavior of a system with

high fidelity, the best way is to test the access-control config-

urations with the production application and environments.

However, it is unsafe to test the application directly with pro-

duction environments, because it can cause side effects, like

writing to production data.

To eliminate the side effects, ACtestGen provides system-

atic mechanisms to handle different types of data accesses, as

!"# $%%&'()*'+,
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Figure 4: Safe data access in ACtest.

shown in Figure 4. A web application accesses data mainly

through three ways: file system, database and network. Read-

ing from these production data is necessary for the web ap-

plication to produce real access-control decisions; however,

writing to the production data is not acceptable for testing.

4.1.1 Safe File Access

Web applications need to read files for loading configurations

(e.g. ‘.htaccess‘) or web pages (e.g. HTML or PHP files), and

needs to write files for editing or uploading files. ACtestGen

adopts file system Copy-on-Write (CoW) techniques [52,69]

to allow reading from production files while avoid writing to

production files. With CoW, the production files are directly

shared to ACtests for all read requests, while a copy is made

when ACtests try to modify any production configurations

and data. The modification is only applied to the copied ver-

sion, which is invisible to production systems, so it does not

affect the execution of production systems.

In our implementation, ACtestGen sets up an ACtest with

OverlayFS [52], a union mount filesystem supported by

Linux kernel mainline and Docker. The CoW mechanism

may slow down ACtests’ execution as writes to files may

need to copy them first. Luckily, read operations dominate

most server workloads [6, 10, 33, 38, 64, 79]. In addition, we

will present in §4.2 our method for removing I/O related code

that is irrelevant to access-control from the original program.

4.1.2 Safe Database Access

Web applications needs to access databases for querying or

updating configurations (e.g. user permission tables) as well

as data (e.g. web page content tables). To let web applications

generate real access-control results, it is necessary to have

the database queries return production data to applications.

ACtestGen provides a write-protection mechanism to allow

query production databases while block update production

databases.

There are multiple ways to implement write-protection

in modern database management systems (e.g. MySQL,

PostgreSQL). First, we can take advantages of databases’
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own permission systems. Modern databases usually provides

read/write permission roles to different clients. To block

write while allow read, we can grant web applications a read-

only role. Second, we can also use file system’s CoW for

database write-protection. At the storage level, database ta-

bles are also stored as data files in file systems. We can mount

the production data files in a CoW file systems, so that the

database will read from production data but will write to a

shadow copy.

In our implementation, ACtestGen take the file system

CoW approach for database write-protection. ACtestGen

sets up a test database instance which has it db data files

mounted from the production db data files with CoW enabled.

A dedicated database instance for test is necessary, as we do

not want the test database’s in-memory states interfere with

the production database’s in-memory states.

4.1.3 Safe Network Access

Web applications may need to communicate with other ser-

vices (e.g. database instances, in-memory cache services) to

obtain the data it needs. However, it is problematic to let an

ACtest instance talk with production services as it may cause

an expected state change of the production services.

To address the issue, ACtestGen locates ACtest instances

in a virtualized subnet. Within a virtualized subnet, an ACtest

instance can only talk with other instances in the same sub-

net. To create a complete mini test environment for web ap-

plications, ACtestGen usually need to set up two ACtest in-

stances/services, including the web server and database, in a

same subnet. Note that not all services in production is re-

quired for access-control testing. For instance, a cache ser-

vice can be removed from testing environment, as it only af-

fect performance but not access-control results.

4.2 Making ACtests Performance-efficient

Running a whole original program for testing can take a long

time and consume a lot of resources. We developed a novel

trimming technique to modify the original program to accel-

erate test execution.

Our trimming technique is based on two code patterns we

observed about the access-control checks (ACCs) in server

programs and web applications:

• ACCs are executed in the early phase of server programs’

request handlers. Server programs call request handlers to

process incoming requests, and request handlers run ACCs

before executing the actual requested task that takes up the

most execution time.

• The results of ACCs are used as a condition to decide if

the requested task will be executed. Only when the results

are “allow”, the requested task will be run.

// entrance request handler

void ap_process_async_request(request_rec *r)

{

...

// do access checks

access_status = ap_process_request_internal(r);

if (access_status == OK) {

// sub-handler that executes the requested task

access_status = ap_invoke_handler(r);

}

...

}
access_status = ap_run_access_checker(r);

call

httpd-2.4.46

Figure 5: Code pattern of access-control checks (ACCs).

Each request is processed by an entry handler, which first

does ACCs and then calls a sub-handler to execute the re-

quested task. Strawman trimming removes the sub-handler

call completely.

We validate these patterns in five widely used server pro-

grams and web applications: Httpd, Nginx, Wordpress, Me-

diawiki and Dokuwiki. The patterns hold with all of them.

An example of the code pattern is shown in Figure 5. The

overall handler called for each request is denoted as an entry

request handler and the actual requested task is executed in a

sub-handler.

Based on the observed code patterns, we develop trim-

ming techniques to skip the execution of the actual requested

task, which is time-consuming. We start with a strawman

approach to remove sub-handlers in whole, which unfortu-

nately also remove some ACCs. Then we design an advanced

trimming algorithm to adopt hybrid program analysis for

fine-grained trimming.

4.2.1 Strawman trimming

Ideally, all the ACCs have been done before the sub-handlers

that execute the actual requested tasks. In this case, the

access-control results have been decided before the sub-

handlers. Since our testing goal is only about the access-

control results, our strawman approach removes the sub-

handlers in total.

However, this strawman approach can lead to wrong

access-control results. The reason is that the sub-handlers

may also perform additional task-specific ACCs. Our study

shows that there are two types of task-specific checks:

1) file permissions—programs typically check file permis-

sions only when they try to open files; 2) task-specific

configurations—depending on what kind of tasks to exe-

cute, sub-handlers may have further ACCs differing from the

global checks in the entry request handlers. For example, dif-

ferent HTTP requests in Apache need to check for different

permissions like for proxy redirection, cgi script execution
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and directory listing.

We experimented with this strawman trimming. As we

will present in §5.3, for four systems, ACtests generated with

strawman trimming lead to false access-control results: three

of them can detect 46.4% - 52.7% of the change impacts, and

the remaining one can detect no change impact.

4.2.2 Advanced Trimming

To prevent ACCs from being trimmed, it is necessary to

delve into each sub-handler to perform a fine-grained trim-

ming. Such a fine-grained trimming needs to address two

challenges: 1) How to find the final ACCs so that the trim-

ming will not remove any ACCs before them? 2) How to

safely trim the code after the final ACCs so that the trimmed

program can be compiled and run correctly?

Finding final ACCs with static analysis. Our first attempt

is to build a static analysis tool to find the final ACCs that

are executed in a program’s execution paths. The idea is

to build an inter-procedural control-flow graph (CFG) for a

whole program, traverse all the paths from the entry node

(the main function), and identify the final ACCs in the paths.

This approach turns out not to work because of three reasons.

First, the number of paths in a whole-program CFG explodes,

and so the analysis cannot scale to real-world programs (e.g.

Httpd, Nginx, Wordpress and Mediawiki in our study). Sec-

ond, the inter-procedural property makes the analysis fragile

to function pointers. Function pointers set at run time make it

hard to statically decide functions’ accurate execution order.

And without knowing the accurate execution order, it is not

possible to decide which ACCs are the final ones. Third, the

analysis needs the knowledge of ACCs, which can be various

and can hardly be specified manually.

Finding final ACCs with hybrid analysis. To address the

challenges, we incorporate dynamic analysis with static anal-

ysis to form a hybrid approach. First, instead of building a

static CFG for a program, our approach runs the program

with various configurations and builds dynamic CFGs for it.

Second, since the CFGs are built dynamically, the function

pointers are decided and so the execution order is known.

Third, we designed a novel CFG diff algorithm to compare

the CFGs of the allowed runs (where requests are allowed)

and denied runs (where requests are denied) to identify ACCs

automatically.

Our hybrid analysis takes three steps: 1) Dynamic

analysis—it instruments a program, runs the program multi-

ple times with various configurations as well as requests, and

builds dynamic CFGs from the runs; 2) CFG-diff—it com-

pares the dynamic CFGs to identify the final ACCs in them;

3) Static analysis—starting with the dynamic CFGs and the

identified final ACCs, it performs a static analysis to find the

final ACCs that have not been included in the dynamic CFGs.

We detail each steps as following:

1) Dynamic analysis: Our dynamic analysis takes tuples

of 〈r,C,C′〉 as inputs to run a program, where r is a test re-

quest, C is a configuration that allows the request and C′ is a

small mutation to C that denies the request. Our analysis runs

the program with C and C′ separately to handle r and build a

pair of dynamic CFGs for step 2. The number of the inputs

decides how many execution paths can be trimmed; there-

fore, a good set of 〈r,C,C′〉 inputs is expected to exercise the

access-control of a program’s main functionalities.

We explored multiple ways to obtain the input for dynamic

analysis. At first, we expected that such inputs should be the

subset of programs’ functional tests, and we tried to find ex-

isting functional tests for our analysis. However, we only

found very few and incomplete functional tests for the pro-

grams we studied. As a result, we turned to software manu-

als to create 〈r,C,C′〉s by ourselves. Fortunately, most manu-

als [5,13,62,66] give clear guidance on how to set up and test

the main functionalities. Under the guidance of the manuals,

we successfully create test inputs for our experiments (the

scripts for creating inputs in our experiments can be found

online [16–18, 20]). Our experience shows that it is not hard

for even non-developers of a program (like us) to create the

inputs to cover the main functionalities. Note that an incom-

plete set of inputs is acceptable as this affects only the effec-

tiveness of trimming (trim fewer execution paths) but not the

correctness (trim ACCs by mistake). Static analysis in step 3

is designed to prevent an ACC from being trimmed even if it

is not exercised by the inputs.

2) CFG-diff: We propose a novel CFG-diff algorithm to

identify ACCs. The algorithm is based on an observation

that each pair of allowed and denied CFGs from the previous

step should diverge mainly on the final ACC. An example

is shown in Figure 6, where the file_open check diverges

the CFGs. To identify the diverging node, CFG-diff merges

CFG-allow and CFG-deny into one CFG, colors the nodes

differently, and finds the nodes with mixed color (“green-red-

mixed”) but has differently-colored children (“green” and

“red”), as shown in Algorithm 1 in appendix.

3) Static analysis: CFG-diff finds a final ACC in each

pair of allowed and denied dynamic CFG. However, the fi-

nal ACCs found are not complete as the dynamic CFGs may

not contain all the final ACCs. And the final ACCs found

may also not be the true final ones as a final ACC in one pair

of CFGs may appear before another ACC in another pair of

CFGs. To address this, we further incorporate static analy-

sis, including a forward analysis and a backward analysis, as

shown in Algorithm 2 in appendix. For each final ACC found

by CFG-diff, the forward analysis adds the ACCs performed

after it to the candidate final ACCs, while the backward anal-

ysis deletes the ACCs performed before it from the candidate

final ACCs. The forward and backward analysis also expand

the dynamic CFGs statically so that the new ACCs that are

not executed in previous dynamic analysis can also be found.

To identify the new ACCs, our analysis adopts the knowl-
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Figure 6: An example of using CFG-diff to identify ACCs. CFG-allow: dynamic CFG for a run allows an request; CFG-

deny: dynamic CFG for a run denies an request; CFG-diff: a merged CFG with node colored differently. The examples are

simplified. Complete CFG-diffs generated in our experiments can be found online [15].

edge of check function names and the return types (e.g. the

ACCESS_DENY enum) learned from the identified ACCs from

step 2.

Trimming programs safely. To ensure the trimmed pro-

gram can be correctly compiled and run, we designed a trim-

ming method that makes minimal changes to the original pro-

gram. The idea is to modify the program so it always exe-

cutes the access deny branches after the final ACCs no mat-

ter whether the checks return “allow” or “deny”. As access

deny branches usually finalize a request handling quickly,

this saves much execution time compared with executing the

allowed branches.

Figure 7 presents an example of how our trimming method

works. First, it modifies the access-deny branch condition to

constant true. Second, it uses the original ACCs only for log-

ging the access-control results. Last, it advances the access-

control logging statements after the original checks to the

new checks, which makes sure the correct access-control re-

sults are recorded.

4.3 Minimizing Usage Effort

To minimize the usage effort of ACtests, we design three

techniques to generate test inputs with little human specifi-

cation, to simulate test requests automatically, as well as to

present test results effectively and perform automatic triage.

4.3.1 Generating Test Inputs

ACtests provides two options for sysadmins to specify what

requests to generate. The first one accepts a set of histori-

cal access logs along with annotations of the subject, object

and action fields. ACtests parse access logs into 〈s,o,a〉 tu-

ples and uses them as the test requests. The second option

accepts the sources of subjects, objects and actions in a cur-

rent system. Such sources include database tables that store

users (S), directories that store all file paths (O) and a list of

all actions (A). ACtests then traverse the Cartesian product

of the S×O×A to synthesize the test requests. Depending

on sysadmins’ specification, the synthesized requests can be

either the one related to a change or be all possible requests.

4.3.2 Simulating Requests

ACtests includes two simulating techniques. The first one is

simulating requests from various IP addresses. This is com-

monly needed as many access-controls are based on IP ad-

dresses, like blocking certain ones. We implement this with

the AnyIP [51] feature provided by Linux Kernel. This fea-

ture enables our testing container to bind the whole IPv4 or

IPv6 address space to its loopback device. In this case, a re-

quest sent to any third-party IP address will be routed back

to itself and will be recognized as from the third-party IP ad-

dress. This enables the server program to do access-control

with the correct source IP. The second one is concurrent re-

quests. Sending concurrent requests is essential for acceler-

ating the testing, besides the trimming method we proposed.

We implement a concurrent framework which uses multiple

processes and multiple threads to sends requests. We take

into account the dependencies between requests from the

same IP or the same user so that these requests will not be

concurrently sent.

4.3.3 Presenting Results And Performing Automatic

Triage

The number of impacted requests can be large even with a

small configuration change. Such examples include allow-

ing access to a directory with many files. The configuration
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Figure 7: Safe trimming for an ACC in Httpd-2.4.46: 1.

The access deny branch condition is set to be always true; 2.

The original ACC is modified only to control logging.

change may only be a small change to the directory permis-

sion, but the impacted requests include the ones to all the

files under the directory. Asking sysadmins to validate every

access is time-consuming.

ACtests present the impacted requests in an efficient way

to assist sysadmins to validate them. ACtests aggregate im-

pacted requests based on the common attributes of subject

(user name and group), object (directory name and file suffix)

and action (action type). For example, if requests to all files

under a directory are impacted, ACtests only show the direc-

tory name to sysadmins. ACtests also show the file suffix

impacted under the directory, which may raise sysadmins’ at-

tention to dig more. The aggregation can be easily extended

to other attribute types and makes the validation efficient.

ACtests also perform automatic triage to classify the im-

pacted requests into dangerous and less dangerous. This al-

lows sysadmins to only validate the dangerous ones if they

have limited time. Currently, ACtests use a few conserva-

tive rules to identify dangerous change impacts: 1) the object

name starts with a dot (i.e. hidden system files); 2) the object

name ends with certain suffix (e.g. ".sql" for db dump); 3) the

object name contain certain text (e.g. "phpunit" for unit test

files); 4) the access method are dangerous (like "TRACE" for

http). Sysadmins can easily add or adjust the rules.

4.4 Implementation

We implement ACtestGen with existing container techniques.

First, a Dockerfile [24] is generated to pack a target program

into a container image. Second, an overlay network [26] is

set up for the image to make it run in an isolated subnet. The

name and IP address of the overlay network are generated

as configurable parameters for sysadmins to flexibly place

multiple ACtests in a single subnet. Third, OverlayFs [52]

is configured to allow ACtests access production data safely

through Copy-on-Write.

We implement our trimming algorithm both for C/C++

and PHP programs. Our implementation takes the source

code of a C/C++ or PHP program as input, and generates

a trimmed version of the program for testing. For C/C++ pro-

grams, we build a tool based on the LLVM framework [50] to

do dynamic and static analysis: 1) We implement an LLVM

transform pass [56] to inject code to dynamically trace the ex-

ecution of function calls and basic blocks; 2) We implement

an LLVM analysis pass [55] to do intra-procedural static

analysis. For PHP program, we use Xdebug [91] to do dy-

namic tracing and use PHP-Parser [63] to generate abstract

syntax tree (AST) for static analysis.

5 Evaluation

5.1 Methodology and Testing Environment

We conduct three sets of experiments to measure ACtests’

effectiveness and efficiency:

1. Detecting real-world vulnerabilities: We use ACtests to

analyze the impacts of configuration changes in public

Docker images and detect vulnerabilities.

2. Controlled experiments: We replicate five real-world

web systems, including Wikipedia and the web proxy

of a commercial company. We inject access-control con-

figuration changes to them and use ACtests to detect the

change impacts.

3. Performance: We run ACtests with different trimming

options to test the real systems as in the controlled ex-

periments and compare their performance.

5.2 Detecting Real-world Vulnerabilities

This experiment aims to evaluate ACtests’ effectiveness on

detecting misconfiguration vulnerabilities. We choose five

widely-used web applications: Wordpress [90], Drupal [29],

Joomla [47], Dokuwiki [27] and Mediawiki [88] as the eval-

uation targets. The images of each application were down-

loaded more than 10 million times on Dockerhub [25].

For each system, we download the images updated re-

cently and extract their configurations as well as data for

testing. These configurations include Apache configurations,

Nginx configurations and file permissions of web pages. We

use the official images’ configurations as the initial version

and the third-party images’ configurations as the changed

version (the official images are distributed by application

vendors, while the third-party images are uploaded by appli-

cation users who made some changes to the official ones).

ACtests are generated to test the change impact of each

changed version against the initial version. As historical logs
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Systems Images Vulnerable images Vulnerabilities

Dokuwiki 57 19 67

Mediawiki 47 23 56

Wordpress 42 18 28

Drupal 29 8 11

Joomla 18 4 6

Total 193 72 168

Table 1: New vulnerabilities detected by ACtests in pub-

lic Docker images of popular web applications. 54 of the

vulnerabilities has been confirmed [21]. Many of the con-

firmed vulnerable images are widely-used: one image has

more than 10 million downloads on DockerHub, six images

have thousands of downloads each4. We were also able to

find the online websites correspond to some of the vulnera-

ble images [9, 65].

are not available for these systems, ACtests are set to syn-

thesize requests regarding to all the combinations of users,

actions and resources.

The experiment focuses on the impact of risky changes—

requests that are not allowed in the official images but are

allowed in the third-party images. As not all the detected re-

quest changes are vulnerabilities, we manually validate them.

We use a conservative standard to make the decision: if the

same type of allowed requests was identified as a vulnera-

bility in other systems or public vulnerability databases, we

count the corresponding change as a vulnerability. When

multiple requests are impacted by the same change (e.g. mul-

tiple file requests are allowed because of a change to the par-

ent directory), we only count it once.

Overall Results. ACtests reports 168 changes as dangerous

vulnerabilities from 72 public Docker images [21], as shown

in Table 1. We reported 135 vulnerabilities to the maintainers

of the images for which contact information is available. So

far, 54 of the vulnerabilities have been confirmed and 44 of

them have been fixed by the maintainers. Examples of the

detected vulnerabilities can be found in Figure 2 and 3.

In total, ACtests detected 874 risky access changes from

193 tested images. Besides the 168 dangerous changes,

ACtests report the remaining 706 changes as less dangerous.

Those changes can also be potential vulnerabilities. They ex-

pose system-specific resources and ACtests cannot decide if

they expose sensitive information or not. Therefore, sysad-

4Example popular vulnerable images: https://hub.docker.

com/r/linuxserver/dokuwiki, our report: https://github.com/

linuxserver/docker-dokuwiki/issues/33 image: https://

hub.docker.com/r/touch4it/drupal-php-fpm-nginx, our report:

https://github.com/touch4it/docker-php7/issues/18; image:
https://hub.docker.com/r/mwaeckerlin/dokuwiki, our report:

https://github.com/mwaeckerlin/dokuwiki/issues/1; image:

https://hub.docker.com/r/vincowl/dokuwiki, our report: https://

github.com/vincowl/dokuwiki-dockerfile/issues/1

Types of vul Examples # of vul

Dangerous

interface ex-

posure

Internal PHP interfaces for

testing, such as phpunit/*

are exposed.

46

Sensitive sys-

tem settings

exposure

System settings like

composer.json and

.htaccess are exposed.

40

Sensitive

metadata ex-

posure

Version control data like

.git/* are exposed

16

Dangerous ac-

cess method

enabled

HTTP diagnostic method

TRACE is enabled for public

access.

14

Database files

exposure

*.sql files are allowed to

public download.

10

Table 2: Most common types of vulnerabilities detected.

mins may choose to review them or search for sensitive key-

words from them.

Vulnerability Types. Table 2 shows the common types of

the detected vulnerabilities. Many of the types are rated as

high and medium severity [1, 2, 35, 36]. The most common

type is the exposure of dangerous web interfaces. Such ex-

amples include the exposure of PHP interfaces under direc-

tory “phpunit” and “vendor” to public access. These inter-

faces may disclose sensitive data and allow arbitrary code

execution [35,37]. These interfaces are located in third-party

extensions and are introduced when sysadmins install the ex-

tensions. As sysadmins have little knowledge of what a third-

party extension may introduce, it is hard for them to be aware

of the exposure of these interfaces. However, with ACtests re-

porting the impacts, sysadmins can inspect the impacts when

they install an extension and can disable the exposures.

False Positives. Besides the 54 vulnerabilities that were con-

firmed by the maintainers, eight reported vulnerabilities were

marked as false positives by the maintainers. We analyzed

the false positives, and here are the reasons: 1) The image

maintainers expect their users to further change the permis-

sions to block the data exposure, as they have documented

in their wizard. So they don’t consider the data exposure in

their settings as vulnerabilities [53]; 2) The image maintain-

ers think that the data exposure is not a problem because they

are used in their intranet; 3) The image maintainers think the

exposed data is already public, so is not a threat [32]; 4) Bugs

in our implementation identifies false changes. We have fixed

the bugs [80].

10
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Access-control Injected

Changes

Systems Applied

File permission allow/block file

access

Course, Group,

Center

Web server allow/block URL Course, Group,

Center

access-control allow/block IP Company

App access-

control

allow/block pages

edit

Wikipedia

Table 3: Different types of access-control configuration

changes injected in our experiments.

5.3 Detecting Change Impacts

This experiment aims to evaluate ACtests’ effectiveness on

detecting the impacted requests of various access-control

configuration changes in real-world deployed systems. We

collect configurations and data from five real-world deployed

web systems, including the Wikipedia website, a web proxy

of a commercial company, a department course website, a

research center website and a research group website. We

also collect access logs of them for ACtests’ test request

generation. For Wikipedia, because the whole website is too

big for our testing environment, we use a part of it, called

cowiki [86], as our testing target.

Based on the collected configurations, access-control con-

figuration changes are randomly injected to evaluate ACtests.

The injected changes are generated based on the access-

control mechanisms each system is configured with. Table 3

shows the three types of access-control mechanisms used in

the systems and the corresponding types of changes injected

to them. Two change types are from previous work [93] and

one change type is added by us for web application permis-

sions. For each change type, a number of the change targets

(e.g. file, directory, URL) are randomly chosen to apply the

change. The number of the change targets is set to be 10% of

all the available resources.

Two sets of experiments are conducted to measure

ACtests’ effectiveness under different settings: different trim-

ming methods and different ways to generate test inputs.

5.3.1 Comparing Different Trimming Methods

We use both strawman and advanced trimming methods as

discussed in §4.2 to generate ACtests for different systems.

To better understand the limit of trimming methods alone and

avoid the disturbance of historical logs, synthesized requests

are used as test inputs.

The advanced trimming works effectively on all systems

in terms of detecting impacted requests. Table 4 shows that

ACtests with the advanced trimming can detect all the im-

pacted requests in different systems. This indicates that the

Real-world # of Total # (%) of detection

systems injections Strawman trim Advanced trim

Wikipedia 930 0 (0%) 930 (100%)

Company 4861 4861 (100%) 4861 (100%)

Course 303 142 (47%) 303 (100%)

Center 710 329 (46%) 710 (100%)

Group 178 94 (53%) 178 (100%)

Table 4: Detecting change impacts with ACtests generated

by different trimming methods.

advanced trimming correctly keeps access-control checks

when removing unrelated computation and I/O.

The strawman trimming’s effectiveness varies on systems.

As Table 4 shows, Wikipedia’s ACtest with the strawman

trimming can detect none of the impacted requests, while

Company’s ACtest with strawman trimming can detect all

the impacted requests. For Course, Center and Group, the

ACtests can detect 46%-53% of the impacted changes. The

reason is that different systems have different implemen-

tations of access-control mechanisms. Wikipedia’s access-

control mechanism is implemented by PHP code, which is

done mostly in request sub-handlers that are removed by the

strawman trimming. Company uses Nginx’s access-control,

which is implemented out of request sub-handlers and so is

not removed by the strawman trimming. For Course, Center

and Group, they use both Nginx/Apache web server’s access-

control and file permissions checks. Nginx/Apache’s access

checks are kept with the strawman trimming but file permis-

sion checks are all removed by the strawman trimming.

5.3.2 Comparing Different Ways of Generating Test

Input

We evaluate ACtests’ effectiveness with test inputs from re-

playing historical logs and synthesizing requests separately.

Synthesizing requests use the specified source of subjects,

objects and actions (e.g., database tables and file directories)

to generate test requests.

By synthesizing requests, ACtests detect all the impacted

requests, as shown in Table 5. This illustrates that request

synthesis can generate a comprehensive set of test requests.

We admit that this depends on sysadmins’ knowledge on the

subjects, objects and actions. From our experience, most of

them can be specified as database tables and file directories,

and ACtests can automatically extract the possible values for

synthesis.

By replaying historical logs, ACtests can detect up to 80%

of the impacted requests, as shown in Table 5. ACtests work

best on Wikipedia and Course, because their logs have a good

coverage of possible requests. For Wikipedia, the logs span

18 years and cover requests to most pages. For Course, the

logs span 1 year and the web pages are also about classes in

11



Real-world # of total # (%) of detection

systems injections Replay logs Synthesize requests

Wikipedia 930 739 (80%) 930 (100%)

Company 4861 0 (0%) 4861 (100%)

Course 303 242 (80%) 303 (100%)

Center 710 106 (15%) 710 (100%)

Group 178 19 (11%) 178 (100%)

Table 5: Detecting change impacts with different ways of

generating test inputs.

the last one year. For Center and Group, the logs fail to cover

many obsolete web pages that were never modified in the last

five years. For Company, replaying log can detect no change,

as the time span is only 1.4 days. This illustrates that for sys-

tems with actively-accessed resources and complete histor-

ical logs, sysadmins may use historical logs to generate test

requests for ACtests; otherwise, it is better to use synthesized

requests to have a better coverage.

5.4 Performance

We measured the running time of using ACtests to test the

five real systems. Synthesizing requests are used to make

sure that ACtests have a good coverage of test requests. The

results show that for Company, Course, Center and Group,

it only takes less than 10 minutes to finish all the tests. For

Wikipedia, it takes a relatively longer time, 1.2 hours. The

main bottleneck for Wikipedia is the database queries that

cannot be trimmed.

We compared ACtests’ performance with different trim-

ming methods: no trimming, strawman trimming and ad-

vanced trimming. No trim means that original programs are

used as test programs, which is our baseline. The strawman

trimming does not ensure correct access-control results all

the time but can be treated as an upper bound performance

that can be achieved by trimming. The advanced trimming

precisely skips I/O and computation unrelated to access-

control checks and always ensures correct access-control re-

sults.

As shown in Figure 8, advanced trim can achieve com-

parable speedup as strawman trim. Advanced trim reduced

9.09%-98.61% running time compared with no trim, while

strawman trim reduced 9.09%-98.64%. Both advanced and

strawman trim work best (98.61% and 98.64% reduction) on

the Course system. The reason is that Course has many large

files in PDF and MP4 formats. It takes a long time to do I/O

with no trim, while advanced and strawman trim eliminate

the necessity to do I/O. Both advanced trim and strawman

trim have only a small speedup on the Company system. This

is because the system is a web proxy, which has a fast request

handler only for redirecting requests.

Wikipedia Company Course Center Group
Real-world Systems
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Figure 8: Normalized test running-time by different trim

methods.

6 Discussions

The generation and distribution of ACtests can be merged

into software vendors’ release process of their programs.

When a new version of a program is ready to release, vendors

can use our ACtestGen to generate an ACtest and distribute

the ACtest along with the new program. To use ACtestGen,

the developers need to provide inputs for the dynamic anal-

ysis. These are the same inputs for the functional tests of

the original programs’ access-control, which is necessary for

the development process in the first place. The users, such

as sysadmins, can download and setup the ACtest along with

the original program. In the future, when sysadmins make an

access-control configuration change, they can run the ACtest

to test the change impacts.

Our trimming method has several limitations. First, as it

uses dynamic analysis, it does not analyze every path and so

can erroneously trim access-control checks. Although we in-

troduced static analysis to avoid that, the static analysis still

does not explore all paths and so can still make mistakes.

This can make the trimmed programs generate wrong ac-

cess check results and so detect false changes as well miss

true changes. To filter out false changes, we introduced the

second-round test with non-trimmed programs. Missing true

changes is still a limitation, although our evaluation in §5.3

shows that no true change is missed because of trimming.

Second, trimming cannot eliminate all time-consuming I/Os.

Some I/Os may be needed for access-control checks to make

the decisions, like reading a user table. Luckily, these I/Os

usually do not account for the major execution time.

For test request generation, the choice between using ac-

cess logs and synthesizing requests can be made based on

the specific scenario. Access logs provide a convenient way

to generate test requests, but the test effectiveness depends

on the coverage of historical requests. With this, sysadmins

pay almost no effort and need no knowledge about the sub-

jects, objects and actions. On the other hand, test request syn-

thesis provides a complete set of test inputs. But it requires
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sysadmins to specify the subjects, objects and actions. So this

may not suit for all sysadmins; however, it at least provides

a way for experienced sysadmins to thoroughly test their sys-

tems. Web scanners can also be used to generate test requests

for ACtests. Note web scanners cannot replace ACtests, be-

cause it doesn’t address the issue of running web applica-

tions safely and efficiently with production environment. In

addition, from our experiments, web scanners generate a sub-

set of the synthesized requests–web scanners can’t cover cus-

tomized paths.

7 Related Work

7.1 Access-control testing and verification

Testing and verification techniques for access-control poli-

cies were previously explored mainly by the software engi-

neering community, as a promising approach to detect access-

control misconfigurations [34, 39, 42, 44, 45, 58, 59, 61, 68].

The basic idea is to write or generate test cases that assert on

the access results of test requests (i.e., test inputs). With com-

prehensive test inputs and oracles, misconfigurations will fail

the tests.

Prior techniques on access-control testing and verification

are based on formal modeling (e.g. using ACML). How-

ever, it is non-trivial to encode the actual system configura-

tions using the modeling language, due to the diversity and

complexity of access-control implementations [93]. Further-

more, it takes significant effort to maintain the consistency

between the model and system configuration changes, which

has been reported as one of the main reasons that impair

access-control in real world [74]. Another major obstacle is

that the prior approaches require sysadmins to provide ora-

cles or specifications (to check the test results). With the ve-

locity of access-control changes [23, 74], it is untenable to

maintain consistency or oracles/specifications.

ACtests address the fundamental limitations of prior

access-control testing and verification approaches—

it requires neither formal policy models nor ora-

cles/specifications: 1) ACtests take advantage of the

original program to test its own access-control configura-

tions to achieve high fidelity; 2) ACtests focus on the impact

of access-control changes and flags high-impact changes,

without the need for sysadmins to write test oracles or

specifications.

7.2 Access-control misconfiguration detection

Prior work proposes to detect access-control misconfigura-

tions based on the heuristic that users tend to have similar

permissions to similar resources [8,23,73]. Those techniques

classify users and resources into groups and identify miscon-

figurations when the same group of users has different per-

missions to the same group of resources. Such techniques

can only detect limited types of misconfigurations where the

heuristic applies. As noted by Das et al. [23], “We do not

claim that techniques will find all misconfigurations, as the

notion of policy itself is not defined in most of our deployment

settings. Also, given that access permissions change very or-

ganically over time and several of these changes are linked to

adhoc and one-off access requirements, it is very difficult for

an automated system to deduce the exact and complete list of

all misconfigurations.” Our work presents a complementary

approach to focus on detecting changes of dynamic system

behaviors instead of the similarity of static permissions.

7.3 Configuration testing

A few recent works also propose to use testing techniques

to detect misconfigurations [75, 96]. We share the same

view that testing is a practical and effective approach for

misconfiguration detection; however, ACtests are fundamen-

tally different. First, no prior work can be applied to access-

control configurations, because they rely on failure symp-

toms to determine the correctness of configuration values

(e.g., crashing behavior, exceptions, and performance degra-

dation). However, access-control misconfigurations do not

lead to clear failure symptoms. For the same reason, most of

the existing misconfiguration detection techniques for func-

tional correctness and performance cannot address access-

control misconfigurations [7, 11, 41, 60, 67, 70, 77, 92, 98].

Moreover, existing configuration testing techniques are lim-

ited to unit-level tests [75, 96]. Differently, ACtests focus on

system-level tests to reason about end-to-end access-control.

This requires addressing the system challenges to run expen-

sive tests efficiently.

7.4 Execution acceleration

Existing techniques [28,48,76,82] for accelerating execution

aim to reduce the number of requests to execute. They aggre-

gate similar requests, execute them in one round for the most

part and only split the executions when there are divergences

on control or data flow. ACtests take an orthogonal approach.

It minimizes the execution time of each individual request by

trimming the original server program. We observe that server

programs typically perform access-control checks at the be-

ginning of a request handling; therefore, we can skip the

costly operations after the access-control checks. To make

ACtests easy to deploy, our approach does not introduce any

new dependency or record-and-replay systems as prior ap-

proaches. Combining our trimming and previous deduplica-

tion approaches may further reduce the testing time.

8 Conclusion

This paper presents ACtests, a new type of mini test environ-

ment for testing access control configuration changes in web
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applications. ACtests can detect what requests are impacted

by access control configuration changes and warn sysad-

mins to validate if the impacts are intended. This can help

sysadmins detect vulnerabilities before they are exploited

by attackers. To help developers build ACtests, we present

a general technique to transform a target program into an

ACtest. Our evaluation on real-world Docker images shows

that ACtests detect 168 new vulnerabilities from 72 images.

So far 54 of these vulnerabilities have been confirmed and

44 of them have been fixed by image maintainers. Our evalu-

ation on five real-world deployed systems shows that ACtests

can effectively and efficiently detect all the change impacts.

As many other tools, ACtest is far from perfect. As for

future research, there are several promising directions to be

explored. First, test requests generation is a major challenge

for web application testing. Future work may need to explore

how to generate request parameters with a high coverage.

Second, automatic triage of access-control behavior changes

is a new problem to be explored. ACtest only uses several

simple rules to triage a limited number of changes; how-

ever, more advanced triage algorithms can improve the cover-

age. Third, ACtest only targets on web applications. Testing

access-control changes in other types of systems is still an

important but unsolved problem.
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A Algorithms

Algorithm 1 consists of two major steps. Firstly, it col-

ors a pair of cfgallow and cfgdeny to identify the diverg-

ing nodes as accCandidates. Secondly, it identifies true

acc from accCandidates. accCandidates may includes

non− acc nodes for which the divergence comes from non-

deterministic execution of the program. To filter out these

nodes, our algorithm only treats the node with the largest di-

vergence (most number of nodes in the diverged branches) as

the final ACC node. This relies on an assumption that access-

control decisions cause larger control flow divergence than

non-deterministic execution. This assumption holds well

throughout our experiments.

In our implementation of CFG-diff, we also need to han-

dle multiple threads. Server programs usually spawn multi-

ple threads to handle different requests. As a results, mul-

tiple dynamic CFG will be generated for each run, and we

need to decide which CFG to feed into CFG-diff. We take

two steps to handle the challenge. First, for our trimming

analysis (not the final ACtests), we run requests sequentially

so that only one thread is handling request. Second, we find

out the request-handling thread’s CFG by searching for the

CFG with the most nodes. Then we use the request-handling

thread’s CFG for CFG-diff.

Algorithm 1: CFG-diff to find the final ACC in a pair

of allowed and denied CFG

Function diffCFG( cfgallow, cfgdeny):

cfgdiff =merge(cfgallow,cfgdeny)

for node ∈ cfgdiff do

if node ∈ cfgallow and node ∈ cfgdeny then

node.color(“green-red-mixed”)

else if node ∈ cfgallow then

node.color(“green”)

else

node.color(“red”)
return cfgdiff

Function findFinalACCInCFG( cfgallow, cfgdeny):

cfgdiff = diffCFG(cfgallow,cfgdeny)

accCandidates= /0

for node ∈ cfgdiff do
if node.color() == “green-red-mixed” and

node.hasGreenChild() and

node.hasRedChild() then
accCandidates.add(node)

acc= nodeWithLargestDiverge(accCandidates)
return acc, cfgdiff

Algorithm 2: Static analysis to find the final ACCs

Function forwardAnalysis(acc, cfg):

accToAdd= {acc}
for function ∈ cfg.calledAfter(acc) do

for statement ∈ function do

cfg.staticExpand(function)
if isAcca(statement) then

accToAdd.add(statement)
return accToAdd,cfg

Function backwardAnalysis(acc, cfg):

accToDel= /0

for function ∈ cfg.calledBefore(acc) do

for statement ∈ function do

cfg.staticExpand(function)
if isAcc(statement) then

accToDel.add(acc)
return accToDel,cfg

Function findFinalACCs(accInCFGs b):

candidates= /0

for acc, cfg ∈ accInCFGs do

accToAdd,cfg′ = forwardAnalysis(acc,cfg)
candidates= candidates∪accToAdd

accInCFGs= accInCFGs∪accToAdd× cfg′

for acc, cfg ∈ accInCFGs do

accToDel,cfg′ = backwardAnalysis(acc,cfg)
candidates= candidates− accToDel

accInCFGs= accInCFGs∪accToDel× cfg′

return candidates

aisAcc is implemented by matching function names and return types

with the acc functions returned by Algorithm 1’s findFinalACCInCFG.
baccInCFGs is the results of Algorithm 1’s findFinalACCInCFG.
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