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Abstract—With the rapid increase in privacy violations in
modern software development, regulatory frameworks such as
the General Data Protection Regulation (GDPR) have been
established to enforce strict data protection practices. However,
insufficient privacy awareness among SME software developers
contributes to the organization’s failure to comply with GDPR.
For instance, a developer unfamiliar with data minimization
principles may accidentally build a system that gathers too
much information, which can break GDPR rules and lead to
fines. One reason for this lack of privacy awareness is that
developers in SMEs often take on multidisciplinary roles (e.g.,
front-end and back-end development, database management, and
privacy compliance), which does not ensure specialization or
expertise in privacy. This lack of privacy awareness of software
developers may lead to poor privacy attitudes, which ultimately
may hinder the development of a strong organizational privacy
culture. However, if SMEs are able to achieve GDPR compliance,
they may gain competitive advantages—such as increased user
trust and marketing value—for their software applications and
their organization, especially when compared to other SMEs that
do not comply with GDPR.

Therefore, in this paper, we introduce a novel AI-powered
framework called ”GDPRShield,” which is specifically designed
to enhance the GDPR awareness of software developers in SMEs
and, through this awareness, enhance their privacy attitudes. At
the same time, GDPRShield improves the motivation of software
developers to comply with GDPR from the early stages of
software development. GDPRShield leverages functional require-
ments written as user stories to enhance software developers’
GDPR awareness by providing them comprehensive GDPR-based
privacy descriptions tailored to each requirement. At the same
time that GDPR awareness is improved, GDPRShield boosts
developers’ motivation to comply with GDPR by providing the
real-world consequences of GDPR noncompliance, such as heavy
fines, reputational damage, and loss of user trust, aligning them
with functional requirements. This motivation will lead software
developers to use GDPRShield to enhance their GDPR awareness
and comply with GDPR. This improved awareness will lead to
improving privacy attitudes among software developers, which
will eventually help SMEs strengthen their privacy culture in
the long run.

Index Terms—privacy, awareness, GDPR, attitude, culture,
SME, AI, LLM

This work has been submitted to the EuroUSEC 2025 for possible publi-
cation. Copyright may be transferred without notice, after which this version
may no longer be accessible.

I. INTRODUCTION

With the rising concerns of privacy violations [1], gov-
ernments worldwide have introduced various data protection
regulations [2], such as the General Data Protection Regulation
(GDPR) in the European Union (EU) [3], to ensure strict
data protection practices [4]. These regulations mandate that
organizations 1 comply with these privacy requirements and
highlight that non-compliance will lead to financial penalties
[4], [5]. For instance, in December 2024, Italy’s data protection
authority fined OpenAI C15 million for violations related to
its ChatGPT platform [6]. OpenAI used personal data to train
ChatGPT without asking for permission [6]. It exemplifies
that simply having regulations in place in the region where
the organization operates does not guarantee a successful im-
plementation of privacy requirements within the organization
[4]. Instead, a strong privacy culture within the organization
and positive privacy attitudes in software development teams
ensure that privacy requirements are properly implemented in
software development [4], [7]–[9], and it was found in some
surveys as well [4], [9]. With this, one could argue that there is
a strong relationship between the organization’s privacy culture
and the software development teams’ privacy attitudes.

This relationship may be critical for Small and Medium-
sized Enterprises (SMEs). In SMEs, software developers 2 who
are responsible for implementing privacy requirements 3 often
lack proper privacy knowledge [11]–[13] including technical
privacy proficiency [14]. For example, in general, many SMEs
struggle even to encrypt user data [15]. This is supported by a
survey conducted in 2019 with small organizations in Europe
(which can be considered a subset of SMEs), as it indicates
that 22% of them do not use any technical measures (e.g.,
encryption or pseudonymization) to protect personal data [15].

1from this point onwards, we refer to organizations in the software
development domain

2from this point onwards, software developers will refer to those who work
in SMEs unless explicitly specified

3the reference highlights that an employee within an SME who is assigned
to multiple roles may be responsible for cybersecurity, which includes privacy
[10].
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This may be partly due to the fact that the software developers
in SMEs are typically multi-disciplined 4, taking on various
roles and responsibilities, not only in privacy [10], [16].
As a result, software developers in SMEs have less privacy
expertise, which could potentially lead to weaker privacy
attitudes. It was demonstrated by the results of some surveys,
which revealed that in SMEs, software developers with varying
privacy attitudes exist [9]. They may interpret others’ privacy
expectations through the lens of their own beliefs, assuming
that others should have similar views on privacy [9], which
may affect the organization’s overall privacy culture. For
example, some developers may have strong positive privacy
attitudes, such as ”I always put myself in the other person’s
shoes. I would not like my data to be tampered with.” [9]. On
the other hand, someone may have negative privacy attitudes,
such as ”I have nothing to hide,” implying that others’ privacy
does not need to be considered [9]. These negative privacy
attitudes are barriers to implementing privacy in software
development, which results in a bad organizational privacy
culture [9]. Hence, improving privacy attitudes is essential,
especially in SMEs, where weak privacy expertise directly
contributes to poor attitudes and behaviors around the privacy
of software developers.

SMEs specifically face difficulties in implementing nec-
essary GDPR requirements because of the lack of privacy
expertise in SMEs [17], [18]. For example, understanding the
legal language of GDPR may be hard for someone who does
not have privacy expertise. Also, they do not outsource this
task due to its high cost [17], [18], which is unaffordable
for SMEs [13], [19]. A survey conducted in Ireland in 2023
found that 66% of organizations (many of them small and
medium-sized organizations) thought that following GDPR
rules turned out to be more expensive than they had expected
back in 2018 (i.e., when GDPR first came in) [20]. Further, the
European Commission acknowledged in its official evaluation
that GDPR is challenging, especially for small and medium-
sized enterprises [21]. This non-compliance makes SMEs more
vulnerable to non-compliance penalties (i.e., monetary penal-
ties). However, it also presents a clear opportunity (benefit) for
SMEs: if SMEs can comply with GDPR, they gain competitive
advantages, such as improved user trust and promotional value
(i.e., marketing advantage) for their software applications and
their organization [22] among other SMEs who do not comply
with GDPR. Since they have additional benefits of complying
with GDPR, if their GDPR awareness can be improved, they
may tend to apply it in practice. Thus, the aim of our research
is threefold: first, to increase software developers’ GDPR
awareness; second, to improve their privacy attitudes through
this awareness; and third, to increase their motivation to act on
that awareness (i.e., comply with GDPR). Without motivation,
even if awareness improves, developers may not apply it in
practice. Further, this awareness may help to sustain a strong
privacy culture within the organization in the long run, since

4software developers in SMEs engage not only in software development
but also in activities such as requirement specification, software design, and
testing

an organization with a strong privacy culture attracts software
developers with strong positive privacy attitudes [9].

Considering everything, we proposed a novel AI-powered
framework called ”GDPRShield.” GDPRShield aims to im-
prove the GDPR awareness of software developers in SMEs
and, through this awareness, enhance their privacy attitudes.
To do that, the framework provides software developers with
detailed GDPR-related privacy descriptions for each functional
requirement (i.e., those written as user stories), including how
to comply with GDPR, why that compliance is needed, and
from which part of the GDPR it was extracted. In addition to
awareness, GDPRShield also aims to improve the motivation
of software developers to comply with GDPR. To do that,
the framework provides real-world consequences of GDPR
noncompliance by relating them to functional requirements.
These noncompliance cases illustrate what could happen if
the GDPR requirements are not met.

This paper is structured as follows: we discuss the related
work in Section II and highlight the research gap to where
this paper is proposed; in Section III, we present the proposed
framework in detail with its features and how they work; in
Section IV, we present a real-world use case of the framework;
and finally, in Section V, we present the contribution of the
framework as a summary and potential future work.

II. RELATED WORK

Due to a lack of privacy knowledge, expertise, and financial
resources within the organization, SMEs are unable to comply
with GDPR regulations [13], [16], [17], [19], [23]–[25]. To
help SMEs comply with GDPR, Li et al. [13] proposed a
list of privacy requirements derived from GDPR to simplify
its legal jargon as well as a tool to automatically check
whether the system complies with the regulation. Similarly,
Brodin [26] proposed a structured, three-phase (i.e., analysis,
design, and implementation) framework by breaking down
GDPR compliance into actionable steps, ensuring SMEs can
systematically address GDPR requirements. Even though both
solutions are specifically aimed at helping SMEs (i.e., those
with less privacy expertise) comply with GDPR, some level
of privacy knowledge is required to use these solutions. For
instance, in Li et al.’s solution [13], selecting the required
GDPR requirements for the application from the list of require-
ments requires basic privacy awareness. Similarly, during the
design phase of Brodin’s [26] solution, a basic understanding
of GDPR is required to create or update GDPR-compliant
policies. Additionally, Li et al. [13] dropped some principles
of GDPR, such as lawfulness and fairness, making it a less
comprehensive solution for GDPR awareness. Therefore, these
solutions may not address SMEs’ one of the major problems,
which is a lack of GDPR awareness.

Further, to specifically generate privacy requirements in the
agile context based on user stories and to detect privacy-related
information in user stories, Herwanto et al. [27] and Casillo
et al. [28] proposed Natural Language Processing (NLP)-
based solutions, respectively. Even though Herwanto et al.’s



[27] solution partially covers GDPR principles when generat-
ing privacy requirements, it does not provide comprehensive
GDPR awareness for developers because it relies on predefined
privacy requirement templates with placeholders filled by
extracting relevant information from user stories (e.g., subject
of the story, type of user data, etc.). These templates may not
be comprehensive enough for developers with limited privacy
knowledge to understand GDPR comprehensively. Similarly,
although Casillo et al.’s [28] solution helps developers identify
whether a user story requires privacy consideration (i.e., by
checking for privacy-related information), it is not based on
GDPR requirements, implying that it does not provide GDPR
awareness to developers. Because of the above issues, even
though these solutions help developers consider privacy during
the requirement specification stage, they do not provide com-
prehensive GDPR awareness, implying that SMEs with limited
privacy knowledge may not benefit from these solutions.

To summarize, these approaches may not provide solutions
to the problem of developers in SMEs avoiding GDPR compli-
ance. As we discussed in the introduction, one of the reasons
for avoiding GDPR compliance is a lack of privacy knowledge
[11]–[13], which may negatively affect software developers’
privacy attitudes [4], [7]–[9]. At the same time, these solutions
do not aim to motivate developers to comply with GDPR.
Therefore, the above-discussed existing solutions will not
help improve software developers’ GDPR awareness, which
may be critical to enhancing their privacy attitudes and the
overall privacy culture within the organization. As a solution,
we propose GDPRShield, which aims to improve software
developers’ GDPR awareness and, through that, enhance their
privacy attitudes while also motivating them to comply by
presenting real-world noncompliance issues.

III. PROPOSED FRAMEWORK

Figure 1 presents the proposed framework, which is de-
signed to help software developers improve their GDPR aware-
ness through GDPR-based comprehensive privacy descriptions
generated based on the information in user stories and to
provide developers with real-world non-compliance incidents
to motivate them towards implementing GDPR requirements.
This awareness may eventually affect software developers’
privacy attitudes, as there is a correlation between them, as
we argued in the introduction, and eventually help to improve
the organizational privacy culture.

The framework flows through multiple steps. First, devel-
opers are required to specify functional requirements as user
stories and input them into the framework. GDPRShield then
checks the user stories for grammar, spelling, and format-
ting issues. Next, it identifies which functional requirements
require GDPR compliance. Following that, it detects and
highlights ambiguities in the user stories (discussed in detail
in Section III-2 and Appendix A) and requests developers
to resolve them. Once the ambiguities are addressed, the
framework automatically generates comprehensive GDPR-
related privacy descriptions for each user story. It then presents
real-world GDPR non-compliance cases. Finally, to assess

privacy attitudes at any time, developers are provided with
a questionnaire to be completed using a Likert scale.

The following sections will discuss in detail how the
framework improves GDPR awareness by generating GDPR-
related privacy descriptions for each user story (Section III-3),
how GDPR-based non-compliance cases are shown to enhance
developers’ motivation to comply with GDPR (Section III-4),
and finally, how the privacy attitude of software developers
is evaluated (Section III-5), which contributes to the overall
privacy culture.

The input for the framework, as shown in Figure 1 (Step
1), is user stories that have a widely used specific format
that consists of the who, what, and why of a requirement
[28]–[30]. Here, ”who” refers to the actor of the requirement,
”what” refers to the action that the actor does, and ”why”
refers to the reason why the action is taken. For example, ”As
a user (who), I want to register an account on the system by
providing my personal information (what), so that I can use
the platform (why).” However, developers may make spelling
and grammar errors, as well as fail to follow the well-known
structure of user stories when writing them. Proceeding with
these issues may cause inaccurate results in the next steps, as
we rely on NLP tasks [31]. As a result, as the initial step of
step 2 (Figure 1), we propose using a Large Language Model
(LLM) to detect and correct grammar and spelling errors, as
well as the format of user stories, assuming that user stories
written by developers contain the who, what, and why of user
stories, even if the format differs. To achieve this, we can
use OpenAI’s GPT-4 (via APIs) [32] with a specific prompt
written for this task. For example, a prompt similar to this,
”You will be given a user story that may contain grammar
mistakes, spelling errors, and may not follow the standard
user story format. Your task is to correct all grammar and
spelling mistakes and rewrite the user story in the standard
format ”As a [who], I want to [what] so that [why].” If
any of these elements (who, what, or why) are missing or
cannot be identified, do not assume anything; instead, give a
warning message stating which element is missing.” can be
used. Furthermore, as AI solutions are not 100% accurate, we
propose receiving developer feedback through an interface at
this stage to fine-tune the corrected user stories if the LLM
produced any inaccurate results.

Once the user stories have been properly formatted and all
spelling and grammar errors have been corrected, they should
be fed into the Machine Learning (ML)-powered operations
(e.g., LLM operations) for the next steps, as shown in Figure
1 (Steps 4-6). However, before feeding them to ML operations,
we need to transform those identified user stories that are in
raw text format into a structured, clean format suitable for
further processing. To achieve that, we suggest pre-processing
the user stories as the next step of the framework (Figure 1
(Step 3)).

1) Pre-processing: First, the user stories are passed through
a tokenizer, which splits the text into a set of tokens. For
example, we can use the WordPiece tokenizer [33], [34].

Next, we propose using contextual word embedding to



Fig. 1. Proposed framework for GDPR-based comprehensive privacy description generation and real-world non-compliance incident suggestion

convert tokens into numerical vectors [27], [35], since raw text
cannot be directly fed into ML models. For word embedding,
we suggest using a transformer-based model, such as BERT
(Bidirectional Encoder Representations from Transformers)
[33] or RoBERTa [36], since BERT and RoBERTa have been
shown to produce high-quality embeddings that improve the
performance of NLP tasks [35], [37]. These models, along
with their native tokenizers, are readily available in Hugging
Face’s Transformers library [38].

2) Ambiguities identification: Next, we need to consider
the ambiguities associated with user stories because even if
user stories are written following a specific format and are
free of spelling and grammar errors, they may contain other
types of ambiguities (as described in Table I in Appendix A),
making them difficult to understand [27], [30], [39]–[41]. If
we proceed with these ambiguities, it may lead to non-precise
results because of non-precise user stories. For example, ”user
locations” (i.e., the example under lexical ambiguity in Table
I in Appendix A) is a vague term, and it may refer to home,
general area, city, etc. However, the original user story can be
refined so that it clearly communicates to which user location it
refers: ”As a delivery driver, I want to access users’ real-time
GPS coordinates during delivery hours so that I can complete
deliveries efficiently.”. The latter explained the sensitivity of
information more precisely than the former, which may affect
the privacy descriptions. In the ambiguous user story, the
GDPR articles that can be referenced are Article 6 (lawful
basis for processing) and Article 5(1)(c) (data minimization)
as general GDPR articles, since it is unclear what type of
location data is used by the system. In the refined story,
it is clearly mentioned that the real-time GPS coordinates
are used by the system. In that case, it can be considered

personal data under Article 4(1) and may require additional
safeguards under Article 25 (data protection by default), given
the increased identifiability and risk of continuous tracking.
Therefore, to overcome these ambiguity issues, we propose
detecting ambiguities in user stories as shown in Figure 1 (Step
4) before proceeding to the next steps.

To achieve this, we suggest getting insights from ambiguity
detection frameworks such as the Quality User Story (QUS)
framework [42] and the Ambiguity Tracking and Resolution
for User Stories (AmbiTRUS) framework [30] and incorpo-
rating NLP techniques, as they have shown positive results in
previous ambiguity detection attempts such as the Automatic
Quality User Story Artisan (AQUSA) tool [42], [43], and
the NLP-based lexical ambiguity detection tool [40]. Further,
solutions proposed by Elallaoui et al. [44], Gilson et al. [45],
Avdeenko et al. [46], Muter et al. [47], etc., also utilized NLP
techniques to handle ambiguities in user stories. However,
they were lightweight (e.g., rule-based text identification);
more advanced NLP methods can be utilized for further
enhancement.

Additionally, the above-mentioned frameworks have been
proposed to identify ambiguities of user stories at a general
level; they are not explicitly designed to identify privacy-
related ambiguities. Considering privacy aspects of user sto-
ries, privacy-related ambiguities may play a crucial role,
similar to the location example above. However, some of the
ambiguity types may not be relevant when considering privacy
aspects of user stories. For example, semantic ambiguities may
not affect privacy considerations. Therefore, to develop the
ambiguity detection step of our framework, we suggest adopt-
ing only the privacy-related ambiguity identification criteria
from the above frameworks and tools and improving them.



For example, the guidelines proposed by the QUS framework
[42] for developers to manually identify syntactic ambiguities
can be automated (only if syntactic ambiguities affect privacy
considerations). However, first we need to identify relevant
ambiguities for our purpose. To do that, we recommend
manually analyzing a set of user stories with the help of
privacy experts to determine which types of ambiguities could
impact the generation of privacy descriptions.

Furthermore, from a technological standpoint, Berry et al.
[48] suggested achieving 100% recall (i.e., a perfect recall
condition or zero false negatives) when identifying ambigui-
ties, even by reducing the precision if necessary [43]. That is
because it ensures that the manual rechecking of ambiguities
by going through the user story is not required. Considering
all of these factors, we suggest utilizing more advanced ML
models to replace the techniques used in the above methods.
For example, to identify vague terms (i.e., they can be taken
as either of four ambiguity types [41]) in user stories, we can
feed user stories to a classification head on top of BERT’s
output to identify token/sentence-wise vagueness, since we
have already processed user stories and converted them to
embedding vectors in Step 3. This may require annotated
data (i.e., a set of user stories and a set of vague terms)
for training and validation purposes, which can be obtained
using existing datasets [28], [49]–[51] and some surveys with
software development companies.

Finally, if ambiguities are found, developers will be notified
(e.g., the vague terms will be highlighted) through an interface,
and they must correct them.

3) Generate privacy descriptions: Once the ambiguities
have been resolved, the next step (i.e., step 5) is to generate
GDPR background information relevant to the user story,
which is suggested to be achieved by training an LLM specif-
ically for this purpose. In the context of GDPR, it is important
to understand that data protection principles may evolve over
time because of changes in legal standards, technological
advancements, or emerging privacy concerns. Therefore, we
propose developing this with an external, updatable knowledge
base known as Knowledge Graph (KG) [52], which results in
a KG-Augmented LLM [53].

First, we need to create a structured GDPR Knowledge
Graph (KG) (e.g., Neo4j database [54]) that maps user actions
(e.g., ”delete account”) and entities (e.g., medical records)
found in user stories to relevant GDPR articles (e.g., Arti-
cle 17) and the GDPR article requirements (e.g., ”Right to
Erasure”). To achieve this, we need to create triplets (i.e., the
building blocks used to represent information in knowledge
graphs) that map GDPR articles and their corresponding
information to elements of user stories (e.g., user actions). This
process can be supported by leveraging both privacy experts
and NLP techniques. For example, as an NLP technique, we
can use the Semantic Role Labeling (SRL) model [55] to iden-
tify the ’who,’ ’what,’ and ’why’ elements of a user story based
on a given verb (which can be extracted using the spaCy5

5https://spacy.io/

library). These elements can then be mapped to relevant GDPR
articles with the assistance of privacy experts. This process
helps to make triplets such as [”user”, ”performs”, ”delete
account”], [”delete account”, ”requires compliance”, ”GDPR
Article 17”], and [”GDPR Article 17”, is about, ”Right to
Erasure”].

Next, to fine-tune an LLM (e.g., LLaMA) for generating
comprehensive descriptions, we need to create a database
containing triplets retrieved from the KG (e.g., using a
Cypher query [56]) that is relevant to the elements (e.g.,
actions and entities) in user stories, as well as include pre-
written descriptions related to those elements. For instance,
the database may contain an entry such as: ”{User story: As
a user, I want to upload my passport for identity verification.
Extracted data: (Passport, is, Personal Data), (Personal Data,
defined in, Article 4 1), (Purpose Limitation, described in,
Article 5 1 b). Description: This user story involves the
processing of personal data, which is classified under Arti-
cle 4 1...}.” After the database has been prepared, we need to
use a decoder model (e.g., LLaMA) and train it to generate de-
scriptions since we have the BERT embeddings that came from
a previous step (i.e., Step 4). Then, we suggest applying LoRA
(Low-Rank Adaptation) [57] to efficiently train the LLM for
this particular case, as it reduces the training cost (e.g., number
of trainable parameters). Hugging Face Transformers (i.e., to
access LLMs) [38] and the spaCy library (i.e., for NER) can
be utilized to build this model.

Once trained, at the inference stage, the output of Step
4 (i.e., the preprocessed user story) should be fed into the
model to extract key elements from the user stories (using the
same techniques discussed earlier). This should be followed by
querying the KG to retrieve related GDPR information based
on the extracted elements, and finally, using this information
as input to the description generation LLM.

4) Real-world scenario suggestion: The next step of the
framework is to suggest real-world (i.e., already occurred)
GDPR noncompliance scenarios to developers by relating
them with user story contexts to motivate developers to
implement GDPR requirements. First, we need to create a
database of historical real-world GDPR noncompliance cases.
The database can be created by scraping online sources such
as GDPR Enforcement Tracker [58], European Data Protection
Board [59], news articles, and technical blogs. Second, we
suggest creating a dataset by manually mapping each identified
noncompliance case with the relevant GDPR article (i.e.,
violated article) with the help of privacy experts.

At the inference stage, we can use the GDPR data (i.e.,
triplets) retrieved from the knowledge graph in the previous
step (Step 5) to identify the relevant GDPR articles. Then,
we can use the previously created dataset (i.e., the dataset that
maps real-world incidents to GDPR articles) to suggest related
real-world GDPR noncompliance cases based on the identified
GDPR articles.

5) Privacy attitude evaluation: To assess the privacy at-
titudes of software developers (i.e., to check whether the
attitude has improved or not), we propose a questionnaire that



should be answered on a Likert scale. To create questions,
we suggest following the Theory of Planned Behavior (TPB)
framework [60] that discusses three core components that drive
human behavior: attitudes (i.e., how a person feels about the
behavior), subjective norms (i.e., about social pressure or what
they think others expect them to do), and perceived behavioral
control (i.e., how easy or hard a person thinks it is to perform
the behavior). Here, behavior refers to an action or response
performed by a person.

To develop the questionnaire, we propose a multi-step ap-
proach. First, qualitative methods such as individual developer
interviews, group interviews (e.g., software teams in SMEs),
and privacy expert discussions will be conducted to gather
detailed information about developer behaviors corresponding
to the three TPB components. For instance, we can ask a
developer whether they believe that protecting user data is
a valuable part of their development work, whether they feel
their team expects them to follow GDPR requirements, and
whether they feel confident in their ability to ensure GDPR
compliance during development.

Second, based on the qualitative findings, a preliminary pool
of questions can be created that covers developers’ attitudes,
subjective norms, and perceived behavioral control. For exam-
ple, ”I believe that implementing privacy-preserving features
adds value to the software I develop,” ”My team expects me to
consider GDPR requirements when developing new features,”
and ”I feel confident in my ability to identify and address
potential GDPR compliance issues during development” are
a set of questions corresponding to the three TPB compo-
nents—attitudes, subjective norms, and perceived behavioral
control, respectively—and should be answered using a Likert
scale.

Third, the initial set of questions will be evaluated through
developer feedback sessions where a small group of developers
will be asked to complete the questionnaire and provide
feedback on their clarity, relevance, and comprehensiveness.
Fourth, questions can be refined further based on the given
feedback.

Finally, a pilot study will be conducted with a broader
sample of developers from different regions (e.g., Europe,
Asia, etc.) to assess the reliability statistically. Here, since
the questionnaire is designed to assess developers’ privacy
attitudes, we will develop a tool based on the framework
(similar to Figure 2 in Abstract B) before the pilot study. Then,
during the study, developers will first be asked to complete
the questionnaire, then use the tool, and finally complete
the questionnaire again to evaluate how their attitudes have
changed.

IV. A USE CASE SCENARIO

To describe how the framework works, let’s consider a
hypothetical tool (e.g., a Jira plugin [61], [62]) developed by
incorporating the elements of the proposed framework (i.e.,
the discussed elements under III) and explain how developers
should interact with it to obtain the final output from the
framework, as illustrated in Figure 2.

Consider the following scenario: A software developer who
follows the Agile methodology specifies functional require-
ments as user stories for an application, and (s)he uses a Jira
plugin that either can detect user stories specified in the Jira
board or upload the entire set of user stories as a document
(Figure 2, top-left). Either way, the tool ends up with a list
of functional requirements in the form of user stories, as
can be seen under ”Functional User Stories” in Figure 2 -
top-center. Once uploaded, the tool will automatically correct
the grammar and spelling issues as well as the format of
the developer-written user stories. For example, as shown
in Figure 2 - top-center, the identified grammar and format
errors are corrected, and the developer is provided feedback
to manually recheck and refine further adjustments. The ”pen”
icon can be used to refine the user story based on the given
feedback. Once the spelling, grammar, and format errors are
resolved, the developer can proceed to the next step, which is
the ambiguity identification stage. In that stage, the tool will
detect the ambiguities associated with each user story, notify
the developer about them, and ask the developer to correct
them and recheck the ambiguities if necessary. For example,
as shown in Figure 2 - top-right, the term ”medical records”
is ambiguous, which is identified by the tool, and asks the
developer to refine the story. Figure 2 - bottom-left shows the
refined version of the user story once the identified ambiguities
are corrected by the developer. Once the ambiguities are
resolved, the tool will generate comprehensive GDPR-based
privacy descriptions related to the user story to enhance the
developer’s GDPR awareness. It contains how to comply with
the GDPR when implementing the functionality specified in
the user story, why that GDPR compliance is needed, and
which part of the GDPR compliance it was extracted from. An
example of a generated privacy description is shown in Figure
2 - bottom-left (Bold for how to comply with GDPR, Italics for
why that compliance is needed, and Underline for which part
of the GDPR it was extracted from). Additionally, as shown in
Figure 2- bottom-left, if a privacy requirement is not required
for a particular story, it will be indicated to the developer.
Furthermore, to motivate developers to apply the gathered
GDPR awareness through privacy descriptions (i.e., to comply
with GDPR requirements) in practice, the framework provides
real-world consequences of GDPR violations, as they will
provide them a sense of what would happen if they could not
comply with those GDPR requirements. As an example, when
the developer clicks on the ”see more” hyperlink next to the
privacy description, a pop-up screen will appear that contains
the real-world consequences as shown in Figure 2, bottom-
center. Finally, as shown in the bottom right of Figure 2,
developers are provided with a questionnaire form to evaluate
their privacy attitude level by answering a set of Likert scale
questions at any time. Developers can check their privacy
attitude level at any time by clicking on the ”Check” button
on the top section of the interface, which also shows the level
of privacy attitude.



V. CONCLUSION AND FUTURE WORK

In this paper, we propose a novel framework called
”GDPRShield” for software developers in SMEs to improve
their GDPR awareness. The GDPRShield leverages functional
requirements written as user stories to provide tailored GDPR-
related privacy descriptions for each user story. These descrip-
tions articulate the user story’s relevance to GDPR articles
and outline how to comply with relevant GDPR articles. By
providing comprehensive GDPR-based privacy descriptions,
the framework aims to enhance GDPR awareness among
software developers. Since there is a correlation between
software developers’ privacy awareness and privacy attitudes,
as we argued in the introduction, the GDPR-based privacy
descriptions that the framework provides will enhance the
developers’ privacy attitudes while enhancing their GDPR
awareness. In parallel, the framework provides real-world
GDPR non-compliance scenarios, linking them to the context
of the user stories. Since there are benefits for SMEs for com-
plying with GDPR, as we discussed in the introduction, and
seeing the real-world non-compliance scenarios (e.g., financial
penalties), we argue that the software developers in SMEs are
motivated to comply with GDPR. Overall, the ”GDPRShield”
is designed to improve the GDPR awareness of software
developers in SMEs (i.e., those who do not have privacy
expertise within their organization) through motivation, which
eventually affects the software developers’ privacy attitudes
and the overall privacy culture of the organization.

Future work will focus on developing a developer-centered
tool (i.e., developed by incorporating the elements of the
proposed framework) guided by Nielsen’s usability criteria for
user interface design for ”GDPRShield” [63]. This tool will be
rigorously evaluated using Nielsen’s usability criteria [64] to
ensure it is effective, efficient, and satisfying for developers.
As a practical implementation, we plan to develop a Jira
extension (plugin) by seamlessly integrating the framework
functionalities into developers’ existing workflows, providing
clear, actionable guidance without disrupting their productiv-
ity.

Also, we plan to conduct a further evaluation process of
the framework through the tool among developers in SMEs in
different regions (e.g., Europe, Asia, etc.) around the world,
since the region can influence the level of GDPR awareness
among software developers [4], [65]. Also, different scenarios
in the development process will be taken into account, such
as situations where developers in SMEs face tight deadlines
that may lead them to neglect privacy requirements, which are
conditions that should also be evaluated.

The GDPRShield relies on machine learning models for dif-
ferent purposes (e.g., privacy description generation). There-
fore, we need to examine how we can be compliant with
GDPR when training and inferring with machine learning
models [66]. In the future, we will also focus on proposing a
comprehensive set of guidelines that should be followed when
training machine learning models.

In Section III-4, we suggested creating a database of real-

world GDPR non-compliant scenarios by scraping online
sources. However, the number of non-compliant cases may
continue to grow and is not fixed. Therefore, in the future, we
will develop a public repository that any developer can access
through a portal and update with non-compliant scenarios they
discover from online sources.

GDPR is a highly influential and widely adopted privacy
regulation globally, which is why we chose to provide GDPR
awareness through the framework. Even though some other
regulations, such as the California Consumer Privacy Act
(CCPA) [67], the Australian Privacy Act [68], and the New
Zealand Privacy Act [69] have been passed by the govern-
ments, they were inspired by the GDPR, incorporating the
GDPR’s core principles [13]. However, the GDPR applies to
organizations that process the data of European Union (EU)
residents. Therefore, SMEs that do not handle EU data may be
less interested in adopting the framework unless they have a
strong interest in understanding GDPR. Future work can focus
on extending this framework to support other regulations (e.g.,
the Australian Privacy Act, New Zealand Privacy Act, etc.) to
scale the framework in a way that is suitable for SMEs that
deal with individuals outside Europe.

Finally, the ultimate goal of GDPRShield is to be a flexible
and practical solution that helps software developers build
more privacy-preserving systems, regardless of the regulation
or the area in which the organization operates.
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“How can gdpr fines help smes ensuring the privacy and protection
of processed personal data,” in 2021 16th Iberian Conference on
Information Systems and Technologies (CISTI), 2021, pp. 1–6.

[25] N. Alhirabi, S. Beaumont, J. T. Llanos, D. Meedeniya, O. Rana,
and C. Perera, “Parrot: Interactive privacy-aware internet of things
application design tool,” Proc. ACM Interact. Mob. Wearable
Ubiquitous Technol., vol. 7, no. 1, Mar. 2023. [Online]. Available:
https://doi.org/10.1145/3580880

[26] M. Brodin, “A framework for gdpr compliance for small- and medium-
sized enterprises,” European Journal for Security Research, vol. 4, pp.
1–22, 10 2019.

[27] G. B. Herwanto, G. Quirchmayr, and A. M. Tjoa, “Leveraging nlp
techniques for privacy requirements engineering in user stories,” IEEE
Access, vol. 12, pp. 22 167–22 189, 2024.

[28] F. Casillo, V. Deufemia, and C. Gravino, “Detecting privacy
requirements from user stories with nlp transfer learning models,”
Inf. Softw. Technol., vol. 146, no. C, Jun. 2022. [Online]. Available:
https://doi.org/10.1016/j.infsof.2022.106853

[29] G. Lucassen, F. Dalpiaz, J. M. Werf, and S. Brinkkemper, “The use
and effectiveness of user stories in practice,” in Proceedings of the
22nd International Working Conference on Requirements Engineering:

Foundation for Software Quality - Volume 9619, ser. REFSQ 2016.
Berlin, Heidelberg: Springer-Verlag, 2016, p. 205–222.

[30] A. R. Amna, Y. Wautelet, S. Poelmans, S. Heng, and G. Poels,
“The ambitrus framework for identifying potential ambiguity in user
stories,” Journal of Systems and Software, vol. 223, p. 112357, 2025.
[Online]. Available: https://www.sciencedirect.com/science/article/pii/
S0164121225000251

[31] P. Vadlapati, “Investigating the impact of linguistic errors of prompts on
llm accuracy,” ESP Journal of Engineering & Technology Advancements,
vol. 3, pp. 150–153, 06 2023.

[32] OpenAI, GPT-4, accessed: 2025-03-11. [Online]. Available: https:
//openai.com/index/gpt-4/

[33] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “Bert: Pre-training
of deep bidirectional transformers for language understanding,” 2019.
[Online]. Available: https://arxiv.org/abs/1810.04805

[34] Y. Wu, M. Schuster, Z. Chen, Q. V. Le, M. Norouzi, W. Macherey,
M. Krikun, Y. Cao, Q. Gao, K. Macherey, J. Klingner, A. Shah,
M. Johnson, X. Liu, Łukasz Kaiser, S. Gouws, Y. Kato, T. Kudo,
H. Kazawa, K. Stevens, G. Kurian, N. Patil, W. Wang, C. Young,
J. Smith, J. Riesa, A. Rudnick, O. Vinyals, G. Corrado, M. Hughes,
and J. Dean, “Google’s neural machine translation system: Bridging
the gap between human and machine translation,” 2016. [Online].
Available: https://arxiv.org/abs/1609.08144

[35] M. Azeem and S. Abualhaija, “A multi-solution study on gdpr ai-
enabled completeness checking of dpas,” Empirical Software Engineer-
ing, vol. 29, 06 2024.

[36] Y. Liu, M. Ott, N. Goyal, J. Du, M. Joshi, D. Chen, O. Levy,
M. Lewis, L. Zettlemoyer, and V. Stoyanov, “Roberta: A robustly
optimized bert pretraining approach,” 2019. [Online]. Available:
https://arxiv.org/abs/1907.11692

[37] G. B. Herwanto, G. Quirchmayr, and A. M. Tjoa, “A named entity
recognition based approach for privacy requirements engineering,” in
2021 IEEE 29th International Requirements Engineering Conference
Workshops (REW), 2021, pp. 406–411.

[38] Hugging Face, “Hugging Face Transformers Documentation,” 2025,
accessed: 2025-01-21. [Online]. Available: https://huggingface.co/docs/
transformers/en/index

[39] A. R. Amna and G. Poels, “Systematic literature mapping of user story
research,” IEEE Access, vol. 10, pp. 51 723–51 746, 2022.

[40] F. Dalpiaz, I. van der Schalk, S. Brinkkemper, F. B. Aydemir, and
G. Lucassen, “Detecting terminological ambiguity in user stories: Tool
and experimentation,” Information and Software Technology, vol. 110,
pp. 3–16, 2019. [Online]. Available: https://www.sciencedirect.com/
science/article/pii/S0950584918300715

[41] A. R. Amna and G. Poels, “Ambiguity in user stories: A systematic
literature review,” Information and Software Technology, vol. 145,
p. 106824, 2022. [Online]. Available: https://www.sciencedirect.com/
science/article/pii/S0950584922000040

[42] G. Lucassen, F. Dalpiaz, J. M. E. van der Werf, and S. Brinkkemper,
“Forging high-quality user stories: Towards a discipline for agile re-
quirements,” in 2015 IEEE 23rd International Requirements Engineering
Conference (RE), 2015, pp. 126–135.

[43] G. Lucassen, F. Dalpiaz, J. M. Van der Werf, and S. Brinkkemper,
“Improving agile requirements: the quality user story framework and
tool,” Requirements Engineering, vol. 21, 09 2016.

[44] M. Elallaoui, K. Nafil, and R. Touahni, “Automatic transformation
of user stories into uml use case diagrams using nlp techniques,”
Procedia Computer Science, vol. 130, pp. 42–49, 2018, the
9th International Conference on Ambient Systems, Networks and
Technologies (ANT 2018) / The 8th International Conference on
Sustainable Energy Information Technology (SEIT-2018) / Affiliated
Workshops. [Online]. Available: https://www.sciencedirect.com/science/
article/pii/S1877050918303600

[45] F. Gilson and C. Irwin, “From user stories to use case scenarios towards
a generative approach,” in 2018 25th Australasian Software Engineering
Conference (ASWEC), 2018, pp. 61–65.

[46] T. Avdeenko and M. Murtazina, Intelligent Support of Requirements
Management in Agile Environment: Proceedings of SOHOMA 2018, 01
2019, pp. 97–108.

[47] L. Muter, T. Deoskar, M. Mathijssen, S. Brinkkemper, and F. Dalpiaz,
Refinement of User Stories into Backlog Items: Linguistic Structure and
Action Verbs: 8th International Workshop, SOFL+MSVL 2018, Gold
Coast, QLD, Australia, November 16, 2018, Revised Selected Papers,
03 2019, pp. 109–116.

https://doi.org/10.1145/3411764.3445768
https://www.enisa.europa.eu/publications/enisa-report-cybersecurity-for-smes
https://www.enisa.europa.eu/publications/enisa-report-cybersecurity-for-smes
https://cioafrica.co/data-protection-challenges-facing-smes/
https://cioafrica.co/data-protection-challenges-facing-smes/
https://gdpr.eu/wp-content/uploads/2019/05/2019-GDPR.EU-Small-Business-Survey.pdf
https://gdpr.eu/wp-content/uploads/2019/05/2019-GDPR.EU-Small-Business-Survey.pdf
https://gdpr.eu/wp-content/uploads/2019/05/2019-GDPR.EU-Small-Business-Survey.pdf
https://gdpr.eu/wp-content/uploads/2019/05/2019-GDPR.EU-Small-Business-Survey.pdf
https://api.semanticscholar.org/CorpusID:52072149
https://www.forvismazars.com/ie/en/insights/news-opinions/gdpr-survey-2023
https://www.forvismazars.com/ie/en/insights/news-opinions/gdpr-survey-2023
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52020DC0264
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52020DC0264
https://www.emarketer.com/content/privacy-competitive-advantage
https://www.emarketer.com/content/privacy-competitive-advantage
https://doi.org/10.1145/3580880
https://doi.org/10.1016/j.infsof.2022.106853
https://www.sciencedirect.com/science/article/pii/S0164121225000251
https://www.sciencedirect.com/science/article/pii/S0164121225000251
https://openai.com/index/gpt-4/
https://openai.com/index/gpt-4/
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1609.08144
https://arxiv.org/abs/1907.11692
https://huggingface.co/docs/transformers/en/index
https://huggingface.co/docs/transformers/en/index
https://www.sciencedirect.com/science/article/pii/S0950584918300715
https://www.sciencedirect.com/science/article/pii/S0950584918300715
https://www.sciencedirect.com/science/article/pii/S0950584922000040
https://www.sciencedirect.com/science/article/pii/S0950584922000040
https://www.sciencedirect.com/science/article/pii/S1877050918303600
https://www.sciencedirect.com/science/article/pii/S1877050918303600


[48] D. Berry, R. Gacitua, P. Sawyer, and S. Tjong, “The case for dumb
requirements engineering tools,” 03 2012, pp. 211–217.

[49] M. Robeer, G. Lucassen, J. M. E. M. van der Werf, F. Dalpiaz, and
S. Brinkkemper, “Automated extraction of conceptual models from
user stories via nlp,” in 2016 IEEE 24th International Requirements
Engineering Conference (RE), 2016, pp. 196–205.

[50] “Requirements data sets (user stories),” 2020, accessed: 2025-04-18.
[Online]. Available: https://data.mendeley.com/datasets/7zbk8zsd8y/1

[51] “User story neodataset,” 2020, accessed: 2025-04-18. [Online].
Available: https://paperswithcode.com/dataset/user-story-neodataset

[52] A. Hogan, E. Blomqvist, M. Cochez, C. D’amato, G. D. Melo,
C. Gutierrez, S. Kirrane, J. E. L. Gayo, R. Navigli, S. Neumaier,
A.-C. N. Ngomo, A. Polleres, S. M. Rashid, A. Rula, L. Schmelzeisen,
J. Sequeda, S. Staab, and A. Zimmermann, “Knowledge graphs,”
ACM Comput. Surv., vol. 54, no. 4, Jul. 2021. [Online]. Available:
https://doi.org/10.1145/3447772

[53] S. Pan, L. Luo, Y. Wang, C. Chen, J. Wang, and X. Wu, “Unifying
large language models and knowledge graphs: A roadmap,” IEEE
Transactions on Knowledge and Data Engineering, vol. 36, no. 7, pp.
3580–3599, 2024.

[54] I. Neo4j, Neo4j - Graph Database Platform, 2025, accessed:
2025-03-11. [Online]. Available: https://neo4j.com/
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APPENDIX A
DIFFERENT TYPES OF AMBIGUITIES

The table (i.e., Table I) describes the types of ambiguities
that can be found in user stories [30], [40], [42]–[44].

APPENDIX B
USE CASE SCENARIO

Figure 2 shows simple wireframe views of a tool built
incorporating the elements of the proposed framework.
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TABLE I
POSSIBLE AMBIGUITIES PRESENT IN USER STORIES.

Type of ambiguity Meaning Example Ambiguity terms
Lexical ambiguity arises when words have different mean-

ings and are specified with vague termi-
nologies.

As a delivery driver, I want to see user
locations so that I can complete deliveries
efficiently.

The term ”user locations” is underspecified, where it
may be home, general area, or GPS location.

Syntactic ambiguity arises when the grammatical structure of
the user story leads to different interpre-
tations.

As a patient, I need to be able to enter my
current medical records and personal in-
formation, and previous medical records
can be edited so that I can keep my profile
up-to-date.

This makes different meanings, such as enter my current
medical records and personal information and previous
medical records can be edited, and enter my current
medical records and personal information and previous
medical records can be edited.

Semantic ambiguity somewhat similar to lexical ambiguity. It
arises when entire sentences or phrases
have different interpretations because the
words and their arrangements have multi-
ple meanings.

As a patient, I want enhanced health arti-
cle suggestions, so that I can read them.

Here, ”enhanced” can be referred to as a number-wise
or quality-wise improvement, but has not been clearly
communicated.

Pragmatic ambiguity arises when the context of the user story
is interpreted differently.

As a doctor, I want to view my patient’s
medical records so that I can comment on
them.

Here, medical records can be viewed by export-
ing/downloading them as a file or using a separate
interface within the dashboard. It has to be clearly
specified.

Fig. 2. A set of wireframe views demonstrating the use case of the proposed framework built as a tool.
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