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Abstract—In today’s increasingly interconnected and fast-
paced digital ecosystem, mobile networks, such as 5G and
future generations such as 6G, play a pivotal role and must be
considered as critical infrastructures. Ensuring their security is
paramount to safeguard both individual users and the industries
that depend on these networks. An essential condition for
maintaining and improving the security posture of a system is
the ability to effectively measure and monitor its security state.
In this work we address the need for an objective measurement
of the security state of 5G and future networks. We introduce a
state machine model designed to capture the security life cycle
of network functions and the transitions between different states
within the life cycle. Such a model can be computed locally
at each node, or hierarchically, by aggregating measurements
into security domains or the whole network. We identify three
essential security metrics – attack surface exposure, impact
of system vulnerabilities, and effectiveness of applied security
controls – that collectively form the basis for calculating the
overall security score. Through practical examples, we illustrate
the real-world application of our proposed methodology, offering
valuable insights for developing risk management and informed
decision-making strategies in 5G and 6G security operations and
laying the foundation for effective security management in the
expected dynamic threat landscape of 6G networks.

Index Terms—Observability, Security Automation, Security
Metrics, 5G, 6G

I. INTRODUCTION

The ability to measure and quantify the cyber security
posture is expected to be one key demand from 6G operators,
as it allows them to make informed decisions in risk manage-
ment, achieve compliance with regulatory requirements, and
establish trust in the security of 5G and 6G networks [1].

With the first 6G deployments expected to happen sooner
than 2030 [2], the need to understand and mitigate the cyber
risk environment will present unique challenges due to some
unavoidable trends. Among those, the tendency of a more
distributed 6G architecture, that is due to the scale and
heterogeneity of data is expected to go up by a factor of
10 when compared to 5G. Finally, the ongoing trend towards
open networks will materialize into a system consisting of
multiple stakeholder domains, where mutual trust is not always
accounted for or possible as the multiple parties can be
involved in the service delivery (e.g., a service can be provided
by a service provider leasing virtual resources from a cloud
provider having its infrastructure provided by an infrastructure
provider).

These factors, along with the technology evolution and
capabilities embedded in systems, underscore the essential

role of measurement in driving automated security manage-
ment and providing a quantifiable assessment of the overall
security posture of a deployment. Essentially, complexity
and challenges are driving how security management and
orchestration is performed, shifting from the current model
based on static assessments and focused on compliance that
is mostly executed offline, to a runtime security model that is
constantly reevaluated due to the system dynamics towards
a DevSecOps mode of operations. Within this landscape,
automation becomes no longer optional.

The integration of advanced security automation, reducing
human intervention with zero-touch configuration, and sim-
plifying security management via intent-based security are
essential helpers in addressing the complexity of 6G networks,
as it empowers network operators to actively manage the
perceived threat level. Furthermore, the adoption of AI and
ML techniques enhances automated operations at scale, en-
abling self-configuration, self-optimization, self-organization,
and self-healing capabilities. These capabilities, underpinned
by security measurements, not only streamline the workload
of human operators but also minimize the risks of mis-
configuring the network, thereby bolstering the resilience and
security.

In this paper we investigate the key problem of developing
a quantifiable score that can serve to assess effectively the
overall security posture of 5G and 6G deployments. This score
is expected not only to drive security automation and intent-
based management, but also to serve as a comprehensible
indicator of the current security posture, facilitating commu-
nication between technical and non-technical stakeholders.

In our approach, we develop a more comprehensive model
that considers the potential entry points to a 5G and 6G
mobile network systems (i.e attack surface), the individual
vulnerabilities of components (these can be either software,
protocol, and configuration related), and the effectiveness of
the applied security controls. The objective is to provide
an objective holistic understanding of the security posture,
to enable proactive risk management and informed decision-
making in support of mobile network operations.

In this paper we have the following contributions:
• Introduce a comprehensive finite state machine model

to capture the security life cycle of network functions
in mobile networks and provide a structured method to
understand the security state transitions.

• Use the defined finite state model to propose and define
three different security metrics that yield intrinsic for the
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objective calculation of a security state score.
• Propose a mathematical approach to calculate the network

security posture based on the proposed metrics.
• Provide a holistic evaluation of a security posture in

a mobile network by measuring three security metrics,
Attack Surface Level, Vulnerability Impact Level and
Security Control effectiveness.

The rest of the paper is organised as follows. Section II
introduces a security state machine model that is used to pro-
vide a systematic approach to identify and define the security
metrics. Section III discusses the main security metrics that
are identified to constitute the overall score, illustrating also
how they are calculated. Section IV addresses related works
and positions our work. Section V provides examples of how
to utilize the security metrics in 6G. Section VI highlights
some potential research directions, and draws conclusions.

II. SECURITY STATE MACHINE MODEL

To identify the relevant security metrics and to expand
on the existing work, we leveraged a Finite-State Machine
(FSM) model to create a security state machine model. The
security state machine model is used to identify the different
states that affect the security posture of a network function.
FSM provides an understanding of the changes in the security
posture as a result of changes in the environment of the
network function or the surrounding environment. Moreover,
we define hierarchical levels of security states which represents
the different layers where measurements can be collected and
calculated, this hierarchy provides granularity and explain-
ability to understand which parts of the networks and which
network functions having a poor security state that needs
enhancement, and their impact and contribution to the overall
network security posture.

A. Hierarchical Security Levels

Security states can be measured and represented in a hi-
erarchical level. As illustrated in Figure 1. a network can
have three levels of security states where one is the subset
of the other. In the foundational level is the Local Security
State, which presents the security state of a single network
node, for example a network node can be a Next Generation
NodeB (gNB), a Central Unit (CU) or a Radio Distributed
Unit (DU), etc. This only presents a singular enclosed view
on the posture of the network node, no environmental factors
impact its security state.

The second level is the Domain Security State, it represents
the security state of a group of network functions that are
grouped into one a domain that implements a security policy
and is administered by a single authority. The domain state will
be the group of the local security states in one domain. For
example, in a physical deployment, it can present the group
of gNBs that are in the same geographical area, or are defined
to be in the same security domain where a set of security
policies and requirements are applied to this group of gNBs.
In contrast, in a cloud deployment, a domain can be the worker
node(s) that are forming a cluster of the applications. The last

level is the Network Security State, which represents the state
of the whole network, which is a aggregation of the states of
the existing domains.

Fig. 1. Security State Hierarchy Levels

B. Security Finite State Model

Identifying the different security states a network node go
through, provides an understanding on the possible events that
transits from one state to another. This in turn assists defining
the security metrics that are relevant to the observed states
and allow to calculate a security posture score. Additionally,
the security state machine model helps in understanding the
relationships and dependencies between the metrics, if any. An
example of the relationships of the identified metrics in this
paper is illustrated in Figure 3.

Fig. 2. Security State Machine Model

As shown in Figure 2, the states are identified as the nodes
in the model, the states can be summarized as Secure, At-
tack Surface Expanded, Vulnerability Exposed, Attack Surface
Compromised, and Protected. In the initial deployment of a
mobile network function (e.g. RAN Central Unit) it is assumed
to be in a secure state since it is following the security
design rules, hardened according to security benchmarks and
baselines, scanned for vulnerabilities and threats have been
identified and the mitigation control that matches the initial
threat assumptions are configured. The issue lies during the
operation phase after the network function is deployed and



changes occur either to the network or to the underlying
infrastructure (e.g., operating system, containers, container
orchestrator, etc..). These changes lead to transitioning from
an initial secure state to an attack surface expansion state.
The changes to the network function can be related to new
configurations, or any other change that is in the scope of the
network function whether at the application level (e.g, adding a
new feature) or at the system level (e.g., adding new libraries,
or new capabilities such as deploying the network function
on a container), etc. Moreover, the changes could be indirect
and are induced by the surrounding network, for example a
new User Equipment (UE) attached and connected to a cell
is considered a change as it affects the attack surface, a new
cell added to gNB or a DU added to the CU or any other
topology changes to the network. Moreover, new attacks that
have been detected in the network might have an impact on
the security state of a network function as it will require the
network function to evaluate itself and measure its posture
to gain an understanding if it is impact by the vulnerability
used in the attack or if its attack surface is exposed. The
previous examples illustrate possible changes that could occur
and which contribute to expanding the attack surface of a
network function. Evaluating the entry points are essential,
first to understand the causal effect of the changes and their
contribution to increase or decrease the entry points. Second,
to evaluate the possible entry points an attacker can leverage
to exploit and compromise the network function.

Once the entry points of a network function have been
identified after a change, they are evaluated to depict if there
are any vulnerabilities that can be misused through the attack
surface that has been identified. Hence, transitioning from just
expansion in the attack surface to vulnerability exposure state.
An important aspect is to evaluate if the vulnerability can be
exploited, and what is the impact of the vulnerability in case
of exploitation. If the vulnerability is exploitable then this is
more likely to lead to a compromise of the system through
the attack surface, which in return transfers the state from
exposure of vulnerabilities to a compromised state.

Lastly, identifying and enforcing the suitable mitigation
controls will achieve the transition between a compromised
state of a network function to a protected state, where if the
mitigation controls are correctly and effectively configured
will lead that the network function return to a secure state
that aligns with the security requirements set for the network
function or the network as a whole.

III. SECURITY METRICS

The National Institute of Standards (NIST) defines in [3]
security metrics as quantifiable measurements that are used to
provide an understanding on the security status and posture
of a system of service through the collection and analysis of
the relevant data to what is being measured. In this paper, we
define the metrics, and provide the mathematical models to
calculate them.

The identified security metrics in this paper can be aggre-
gated to eventually calculate the score of a security state, or

Fig. 3. Metrics Relationships

they can use individually for separate goals and requirements.
For example, it could be of interest for one mobile network to
measure the vulnerability impact level in the network functions
in order to prioritize which network function and which
vulnerability in the network function can be patched first.
Another example, could be that it is of interest to set separate
goals to the required threat level in part of the network or on
a specific network function. This modularity of the definition
and usage of metrics allows to set separate requirements in
the network resulting in more understanding of the security
shortcomings. In addition, modularity assists on facilitating a
risk-based decision where cost is taken into consideration to
invest in a security mitigation solution based on the prioritized
risk.

In this section, we describe in details the security met-
rics defined as a result of the FSM described in section
II. Additionally, we provide an example illustrating how to
calculate the security control effectiveness of radio security
controls that protect the radio control plane stack. Moreover,
we provide another practical example of how to calculate
a mis-configuration vulnerability score for a Radio Central
Unit Control Plane Network Function (CU-CP) to achieve
the purpose of automatically patching vulnerabilities that are
induced by human errors.

A. Security Control Effectiveness Metric

Security control effectiveness refers to the degree to which
a security control successfully achieves its intended purpose
of protecting, mitigating or reducing security risks or threats
within a system. It essentially measures how well a security
control performs in protecting assets, systems, or data from
potential security incidents or breaches.

The security control effectiveness metric depends on two
measures: security control coverage and security control cor-
rectness. Security control coverage determines if the necessary
controls exist (e.g., a firewall has been deployed), and security
control correctness measures how well the controls have been
implemented (e.g., the firewall rules are effective).

Security control effectiveness metric, which is denoted as
ScE, is the dot product of the security control coverage
(SCCV ) and security control correctness (SCCR) measures:



ScE = SCCV · SCCR (1)

SCCV represents the availability of controls that satisfy
a security requirement. It follows binary associations to the
security controls that are implemented. The result is a vector
of binary values depending on the availability of the control.
For example, if there is a security requirement concerning the
radio interface to ensure a high level of protection on the radio
control plane stack, it translates into ensuring confidentiality
and integrity protection, as recommended by [4]. Thus, to
fulfill the requirement both encryption and integrity algorithms
need to be configured. As an example, if one of the controls
is only implemented then:

−−−−→
SCCV = [SCEncryption, SCIntegrity] (2)

The previous equation will then lead to a score of 0.5 since
only one control was implemented, e.g., if the encryption
control was implemented then the vector will be:

−−−−→
SCCV = [0, 1] (3)

In this security requirement example, the security control
effectiveness will be equal to ScE = SCCV since cryp-
tographic algorithms are implemented as a preference list,
where the preference does not usually reflect the strength
of the cryptographic algorithm, but rather the impact of the
used algorithms on the underlying infrastructure specially if
encryption is handled in software [5] [6]. Thus, (SCCR)
will be equal to 1. However, if it has been found that the
Null encryption scheme [4] exists in the algorithms list and
is considered as the first choice, then this will impact the
correctness of the controls and a penalty score (PN ) will be
deducted from SCCR. The risk is increased in this situation
as no encryption or integrity protection will be applied on the
communication link. The penalty score that will be deducted
is based on the context of the security control, in the context
of radio related controls, the penalty score is a factor of the
number of UEs that are currently connected in a cell. This is
attributed to the fact that the security configuration of the cell
is a global configuration and it will impact all UEs that will
attach and connect to the cell. A penalty score can be realized
as shown below:

PN =
UEConn

UET
, PN ∈ [0, 1] (4)

where UEConn represents the number of connected UEs in
a cell at time t, and UET is the total number of UEs that can
connect to a cell, in other words the capacity of a cell in terms
of connected UEs. Thus, if there are 100 UEs connected to a
cell that is designed with max capacity of 300 connected UEs,
then the penalty value can be calculated as follows:

Penalty = SCCR × PN (5)

This equation will result in a penalty value of 0.33, and the
final security control correctness (SCCR) becomes 0.66 which
is derived from the below:

SCCR = SCCR − Penalty (6)

Finally, the (ScE) score will be the dot product of 0.5
and 0.66 which will result in a score of 0.33. This can
be interpreted as that the effectiveness of the radio security
controls is only 30%, thus the remaining 70% represents the
shortcoming or the gap of the current mitigation control to
fulfill the security requirement which was the full protection
of radio control plane stack.

This metric can be used to evaluate the network slice
security state, specifically to check that effective isolation
between slice traffic is consistent with predefined policies and
requirements.

B. Vulnerability Level Metric

A security vulnerability refers to a weakness or flaw in a
system, network, software application, or hardware device that
could be exploited by an attacker to compromise the security
of the system and conduct a successful attack. Vulnerabilities
can be caused by design flaws, implementation errors, mis-
configurations, or other factors. The presence of vulnerabilities
increases the probability of expanding the attack surface,
thereby providing attackers with opportunities to compromise
a system. In this paper we further categorize Vulnerabilities
as the below:

• Software vulnerabilities: describe vulnerabilities in the
software stack, including the applications that run the
telecommunication functionalities, cloud-native services,
operating system and container images and possible vul-
nerabilities towards AI/ML models.

• Protocol vulnerabilities: describe vulnerabilities in the
network protocol stacks on the different interfaces, for
example 3GPP interfaces (IP , Radio) and OAM inter-
faces.

• Configuration vulnerabilities: describe vulnerabilities
that are introduced due to human error that results in
mis-configurations.

A vulnerability metric measures the impact and exploitabil-
ity of vulnerabilities of a specific entry point of the system
and it facilitates priority-based remediation decisions (e.g.,
patching of software). Where each of the previous category
can presents its own standalone metric. Thus, a total score of
vulnerability metric can be divided into three sub-metrics as
defined above.

GSMA [7] has identified human threat as one of the main
imminent threat to a mobile network, this has also been
highlighted in previous reports by GSMA which highlights the
impact of human induced errors that are manifested in mis-
configurations. In this paper we try to present how to leverage
the defined vulnerability metrics in order to provide a solution
to prioritize and automate the patching of mis-configurations



in future 6G mobile networks. Automated configuration vul-
nerability management is a use case that can benefit from
the vulnerability metric, specifically mis-configuration vulner-
abilities metric (i.e., based on human errors). It patches mis-
configuration vulnerabilities in the system, in a timely and
effective manner, taking into consideration the context of the
patched network function based on its criticality, impact of
vulnerability, in order to facilitate priority-based patching.

To calculate the mis-configuration vulnerability metric, a
number of relevant measures can be identified and defined,
mainly, the ratio of non-compliant rules (RNC), vulnerability
impact (VImp), asset criticality (ACr), duration of compliance
(DNC), and environmental impact (EnvImp). This metric can
be calculated for a single network function (i.e., local security
state), for a group of network functions that are grouped
into one domain which implements a security policy and is
administered by a single authority (i.e., domain state), or for
the whole network which is a combination of the states of the
existing domains (i.e., network state):

• For the local security state, the weights of the asset
criticality and environment impact measures are equal
to 0 since the contribution/impact of the surrounding
environment is not considered/relevant. To obtain the mis-
configuration vulnerability metric for the local security
state (V ulMetHuman

L ), the three remaining measures can
be averaged:

V ulMetHuman
L =

RNC + VImp +DNC

3
(7)

• For the domain state, mis-configuration vulnerability met-
ric (V ulMetHuman

D ) can be calculated by first averaging
the five identified measures for each network function (x)
and then averaging the resulting for all network functions
(X) in a domain:

V ulMetHuman
D =

∑X
1

Rx
NC+V x

Imp+Dx
NC+Ax

Cr+Envx
Imp

5

X
(8)

The derivation of each measure is detailed in the following.
Ratio of non-compliant rules measure: This measure

(RNC) represents the ratio of non-compliant rules (NNC) out
of the total number of rules (NTR) corresponding to a single
network function. One possible example of calculating this
measure is through an equation that can be defined as follows:

RNC =
NNC

NTR
, (9)

The value of RNC ranges between 0 and 1, 0 being the
desired value and 1 being the worst value.

Vulnerability Impact: This measure (VImp) represents the
vulnerability for a single network function. It can be obtained
using the following equation:

VImp =
RNCA

ROM
, VImp ∈ [0, 1] (10)

Where RNCA is the ratio of non-compliant attributes for
each configuration and ROM is the ratio of the order of

magnitude. RNCA can be obtained by dividing the number of
non-compliant attributes (NNCA) for each configuration over
the total number of attributes (NTA) for that configuration.
One possible example of calculating this measure is through
the equation that can be defined as follows:

RNCA =
NNCA

NTA
, RNCA ∈ [0, 1] (11)

On the other hand, ROM represents the order-of-the-
magnitude of the impact and it depends on the considered
context (ROM ∈ [0, 1]). For example, a radio context can be
considered. In this case, ROM will be equal to the number of
connected UEs at the time of calculation over the maximum
number of connected UEs that the network function can
withstand. Another context example is transport, where the
configuration compliance of IPsec tunnels are evaluated. In
this case, ROM will be equal to the number of non-compliant
IPsec tunnels configurations that are configured on the network
function over the configured number of IPsec configurations
that can be configured for the network function. Since ROM

and RNCA have decimal values ranging between 0 and 1, their
product which represents the vulnerability impact measure will
also range between 0 and 1 however medium impact will be
shifted towards 0 (majority of the values resulting from the
multiplication operation will be concentrated close to 0; the
range will be stretched and medium impact would be around
0.25). To shift the medium impact value back to 0.5, a scaling
operation can be used.

An example scaling function can be defined as follows:
• For values < 0.25:

VImp =
VImp −minold

maxold −minold
× (maxnew −minnew) +minnew

(12)

=
VImp − 0

0.25− 0
× (0.5− 0) + 0 (13)

=
VImp

0.25
× 0.5 (14)

As a result, low impact values will range between 0 and
0.5.

• For values > 0.25:

VImp =
VImp −minold

maxold −minold
× (maxnew −minnew) +minnew

(15)

=
VImp − 0.25

1− 0.25
× (1− 0.5) + 0.5 (16)

=
VImp − 0.25

0.75
× 0.5 + 0.5 (17)

As a result, high impact values will range between 0.5
and 1.

Duration of non-compliant measure: This measure
(DNC) represents the average patching time of non-compliant
rules for a network function. It is updated periodically until
patching is done (for every rule). When a patch is done, the
corresponding value for a specific rule goes back to zero.



DNC can be calculated for each network function using the
following:

−−−−−−→
RulesNC = [TNC1, TNC2, . . . ] (18)

For every element in
−−−−−−→
RulesNC :

TNCx =

{
min(TNCx + TTP

TSC
, 1), if no compliance

0, else
(19)

Where TNCx is the interval for each rule to be patched (or
remain unpatched), TSC is the configured scanning period, and
TTP is the upper limit of time to patch (e.g., 90 days according
to industry best practices on disclosing vulnerabilities). The
measure DNC can then be obtained using:

DNC =

∑−−−−−−→
RulesNC

NNC
, DNC ∈ [0, 1] (20)

Where NNC is the number of non-compliant rules.
Asset criticality measure: The asset criticality measure

(ACr) is used to reflect the criticality of a network function in
a domain, and it can be represented by several variables such
as data sensitivity, availability, location, dependency, etc. The
selected variables can have binary values (e.g., data sensitivity:
sensitive 1 or non-sensitive 0). After selecting the inputs for
the ACr measure, the total number of possible of combinations
can be calculated and the resulting values can be grouped. For
example, if three inputs are selected then the total number of
possible combinations is 8 (23) and the number of groups
is 4 (i.e., group 1: all 0’s, group 2: one 1, group 3: two
1’s, group 4: all 1’s). In this case, each group will have a
score. Considering the same example, the four groups will
have scores 0, 0.33, 0.67 and 1, respectively. Note that 0 is
the desired value representing one end of the spectrum (lowest
criticality) and 1 representing the other (highest criticality).

The above calculation method example (based on three
inputs: data sensitivity, availability and location) is presented
in Table I.

Environment impact measure: This measure (EnvImp)
can be a function (e.g., average) of the local security states
of the neighboring network functions (i.e., directly connected
network functions to a specific network function) in a domain.
One possible example of calculating this measure is through
the equation that can be defined as follows:

EnvImp =

∑X−1
1 V ulMetHuman

L,x

X − 1
, EnvImp ∈ [0, 1]

(21)
Where V ulMetHuman

L,x is the local security state of network
function x, and X is the total number of directly connected
network functions.

C. Attack Surface Exposure Metric

Attack surface represents a subset of the system’s resources
that an attacker can utilize to attack the system. The authors in
[8] defined an attack surface in terms of the system’s resources

which is composed of the set of entry points the attacker
used to conduct their attack (e.g., radio interface), the system
channels an attacker used to connect to the system (e.g, control
plane protocols), and the data items that were being sent to
the system to compromise or threaten the system (e.g. Buffer
status reports). In this work we utilized the same definition and
formalism of attack surface to introduce a quantified attack
surface exposure metric. A formal definition of attack surface
can be found below:

AS := ⟨E,C,D⟩ (22)

Where AS represents the attack surface, E refers to the
entry point, C represents the channel and D represents the
data.

Consequently, having a more granular view on the different
entry points of a system will provide eventually a better
interpretation of a score that is calculated for the attack surface
to understand exactly where is the attack surface that requires
prioritization, hence we categorized the attack surfaces present
in a 6G NF to be as listed below:

• 3GPP Radio Attack Surface: describes the attack sur-
face within the radio interface

• 3GPP Network Attack Surface: describes the attack
surface of the IP-based interfaces defined in 3GPP for
example, F1, E1, N2, N3, SBA interfaces etc.

• O-RAN Network Attack Surface: describes the attack
surface of the O-RAN interfaces in a O-RAN architecture,
for example E2, A1, O1, O2.

• Operations and Management (OAM) Attack Surface:
describes the attack surface of the interfaces that are used
for the OAM purpose.

• Platform Attack Surface: describes the attack surface on
the platform layer that can include the underlying host (i.e
OS), the orchestration layer (i.e K8s), or other supporting
services.

The attack surface exposure metric is a measure of how the
attack surface (e.g., entry points, channel, data) of network
function has increased or decreased due to changes in the
network or the network function’s environment, triggered by
events. This metric can be used individually to understand
the causal relationships and the security impact of changes in
the network. Taking RAN as an example with a focus on the
3GPP radio attack surface, a cell represents the entry point,
and the channel represents the radio protocols while data are
the functions, procedures, and methods that can be invoked
within each protocol and leveraged to attack a radio system.
Generally, the attack surface exposure metric can be calculated
through the equation defined below:

ASE = (

e∑
i=0

Di×OMEPi)×
EPC

EPMax
, ASE ∈ [0, 1] (23)

ASE represents the attack surface exposure metric, and∑e
i=0 Di is the sum of possibly attacked data items in an

attack surface per entry point e. OMEPi represents the order



Data sensitivity Availability Location Score
Group 1 0 (not sensitive) 0 (tolerates delay) 0 (internally exposed) 0
Group 2 1 (sensitive) 0 (tolerates delay) 0 (internally exposed) 0.33
Group 2 0 (not sensitive) 1 (high availability) 0 (internally exposed) 0.33
Group 2 0 (not sensitive) 0 (tolerates delay) 1 (externally exposed) 0.33
Group 3 0 (not sensitive) 1 (high availability) 1 (externally exposed) 0.67
Group 3 1 (sensitive) 0 (tolerate delay) 1 (externally exposed) 0.67
Group 3 1 (sensitive) 1 (high availability) 0 (internally exposed) 0.67
Group 4 1 (sensitive) 1 (high availability) 1 (externally exposed) 0.67

TABLE I
A CALCULATION EXAMPLE OF THE ASSET CRITICALITY MEASURE

of magnitude in one entry point. The order of magnitude is a
context-based value that is related to the resource that utilizes
the data components of the attack surface. Referring to the
radio interface as an example, the order of magnitude can be
the ratio of potential attacking UEs to the total number of
supported UE per cell (entry point). The order of magnitude
can be represented with the below equation:

OMR =
UEPA

UEConnected
(24)

Where UEPA represents the current number of potential
attacking UEs, and UEConnected is the total number of the
current connected UEs in a cell at the time of the metric cal-
culation. Moreover, EPC represents the currently configured
number of entry points (e.g., the number of configured cells)
and EPMax is the maximum number of allowed entry points
(e.g., the maximum number of cells as defined as part of the
capacity of the DU, CU, or gNB).

IV. RELATED WORK

There has been efforts done in the area of measuring secu-
rity in both academia and industry. In this paper, we attempted
to analyze both aspects to highlight the advancements that we
provide to complement existing work.

Industrial solutions commonly focus on a single metric in
order to provide a quantifiable score for the security posture
of a system or a service. The existing solutions focus on
measuring vulnerabilities by analyzing their criticality and
exploitability with software vulnerabilities being the focal
point. Another method that is used, is measuring the com-
pliance of configuration with a secure configuration. The
existing solutions did not address combining different metrics
to understand the posture of the system. An example of
leveraging configuration compliance as a method of measuring
security is used by [9], where the solution relates the security
posture to a benchmark checklist to be followed. This approach
provides an incomplete view of the security posture, since it
is static and does not evolve with changes of the environment
and its requirements. Other solutions like [10] focuses on
relating the security state evaluation to the exploitability of
vulnerabilities, which can be useful but in order to understand
the corrective action to be taken, there is a need for an
additional understanding on what type of controls that exist
and their performance.

Academic literature for measuring security in complex
systems such as mobile networks present several problems.

Perhaps the most pressing issue is the subjectivity of the risk
assessment process, as highlighted in [11] and [12]. Reliance
on expert judgment to evaluate risks can lead to inconsistencies
and biases in risk assessment, making it difficult to develop
effective and actionable steps to address security risks. Another
issue is the lack of specificity in identifying metrics and
measures for quantifying and comparing security risks, as ob-
served in [13]. The absence of well-defined security scores can
make it challenging to develop a comprehensive and adaptable
approach to manage the risks. Additionally, excluding impact
of the network as in [13], an essential factor in distributed
systems where the actions of different components can have
far-reaching implications beyond the node itself.

The work done in [14] has taken 5G networks as its domain,
and it focused on defining vulnerability metrics and attack
surface metrics to evaluate a security posture of a 5G network
function. However, it did not consider the impact of existence
of security controls on the security state. The security controls
that are implemented for mitigation are a crucial factor for
evaluating a security posture.

Perhaps the survey done in [15] is the closest to this paper.
The work has identified the different metrics that can be
an input to calculate and evaluate a security state. However,
some of the metrics are subjective and do not serve the
purpose of automation. For example, there is an identified
metric that measures attacks, where attacks can be zero-day,
targeted attacks, malware spreading. The drawback of this type
of measures that it relies on a human analyst that inspects
different data sources to derive a numerical conclusion. The
process is prone to error and cannot be automated, thus there
is a risk to provide a false sense of security.

To our knowledge, the studied literature and state of the
art do not take into consideration the factors that induce
changes to the security state. Additionally, existing work do
not consider the effect of the deployment of security controls
and how their effectiveness can impact the security state.
Moreover,the reliance on subjectivity when calculating metrics
or assigning a score. Metrics needs to be objective, subjectivity
is a hindering characteristic of the metric and is an obstacle
to reuse the metric in different deployments with different
calculating methods.

Our Contribution is that we provide an approach based on a
defined security state model that is used to identify the metrics
that affect the security state and the metrics relationship.
Additionally, the provided metrics and their sub-metrics were
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defined with properties that ensures its usefulness, for example
the defined metrics are objective, dynamic, comparable, can
be automated and of course they are quantitative with scalar
values that have no units.

V. SECURITY METRICS ENABLING INTENT-BASED
SECURITY MANAGEMENT

Establishing security metrics in 5G and 6G deployments, as
presented in Section III, lays the foundation for zero-touch se-
curity automation capabilities that hinges on the observability
of such metrics. The availability of ready to use quantifiable
metrics enable more efficient decision-making with less human
intervention. Additionally, it provides information about situ-
ational awareness of the environment and the security posture
of 6G nodes in the network.

Security metrics are essential enablers for an intent-based
security management. In its core essence, intent-based man-
agement networks as defined by TMForum and ETSI ZSM
[16] is an autonomous element, where it adopts closed loop
automation. The MAPE-K, as a closed loop automation archi-
tecture [17], has its first phase that as the Monitoring phase,
which is responsible for collecting, processing and observing
metrics and KPIs that are provided to the analysis phase after-
wards. Thus, having the right metrics and KPIs is an essential
component to achieve the automation level that is promised
by autonomous elements which is the driving component of a
zero-touch network and security in 6G networks [18].

As illustrated in Figure 4, it shows a high level view of
an intent-based security management loop. It is shown that
on the highest level a human operator or the intent owner
is responsible on defining the security requirements, in this
case the security requirement that is set is to maintain the
Security State at a specific quantifiable score, 70% and that this
security state will be applied globally on all domains, RAN,
Transport and Core. The security requirement and scope is
pushed towards the E2E management and orchestration which
is the layer responsible on decomposing the high level business
intent into the lower level intents, each new intent will be then
pushed towards its respective network domain.

Each domain has its intent handler that is responsible on
decomposing further the intents into either further intent or
low level actuation that will be acted on the managed resource.
The intent handler will be responsible on collecting data and
monitoring the metrics that were discussed in the previous

sections, consequently it will evaluate if the output of the
metrics calculations met the requirements in the intent or not,
if they meet then it will report back the score and that the
intent requirement has met, as shown in the transport and core
domains. However, if the requirement is not met like what is
illustrated in the RAN domain, the intent handler will report to
the upper layers the reason the score is low and which metric
has most impact on violating the intent.

VI. CONCLUSIONS AND FUTURE WORK

This paper addressed the problem of measuring the security
state of mobile telecommunication systems. As future net-
works (i.e 6G) evolves towards automated and intent-based
management, due to the challenges of increased complexity,
heterogeneity and scale of deployments, measurability of
security becomes a cornerstone. Being able to quantify and
measure security objectively enables better decision-making,
informed risk management, and enhances the trust in deployed
networks that are less error-prone via zero-touch configuration.

In future work, we will conduct empirical experiments
with various use cases to validate the mathematical models.
Moreover, we will attempt to use the metrics for designing
and developing a closed security automation loop where the
loop will be managed by intents and the metrics will be the
requirements defined in an intent model.

Finally, there are yet challenges to be explored in this area.
One challenge related to the mathematical nature of the output
score which is uncertainty and the error allowance. Addition-
ally, another challenge is to be able to explain the score to
provide insights for humans supervising the automation loop.
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