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Abstract—In this work, we hope to expand the universe of
security practitioners of open-source hardware by creating a
bridge from hardware design languages (HDLs) to data science
languages like Python and R through novel libraries that convert
VCD (value change dump) files into data frames, the expected
input type of the modern data science tools. We show how insights
can be derived in high-level languages from register transfer
level (RTL) trace data. Additionally, we show a promising future
direction in hardware security research leveraging the parallelism
of Spark to study transient execution CPU vulnerabilities, and
provide reproducibility resources via GitHub1 and Colab2.

Index Terms—Hardware, Security, Machine learning, Data
science, Open source, Verilog, HDL, RTL, Python, Spark, R,
Data frames.

I. INTRODUCTION

Modern hardware designs are exceedingly complex [1],
on the order of 10 billion transistors for consumer CPUs
(central processing unit). To combat complexity, Hardware
Description Languages (HDLs) enable hardware designers
to design software by writing code. To become still more
accessible, we can recognize that traces of execution of a
hardware design are no different than any other observations
from a statistical or data scientific perspective and can be
interacted with via the same methodologies.

In this work, we will introduce “vcd2df” libraries for
what we believe to be the three most common data science
frameworks: the R Project for Statistical Computing, Python
“pandas”, and ASF Spark (which incidentally supports Python
and R frontends). For each, we will show an example of a
hardware design, a hardware trace as VCD file, and an insight
we can discover with language built-in functions and methods.
We recognize that a simulation-only approach is insufficient
for some hardware goals but still supports hardware engineer-
ing.

1) The R Project: A “free software environment for sta-
tistical computing and graphics.”3

This work was supported by NSF Award 171858
1https://github.com/vcd2df/
2github.com/vcd2df/spark/blob/main/vcd2df spark iflow demo.ipynb
3www.r-project.org/

2) Python “pandas”: A “fast, powerful, flexible and easy
to use open source data analysis and manipulation tool,
built on top of the Python programming language.”4

3) ASF Spark: A “multi-language engine for executing
data engineering, data science, and machine learning on
single-node machines or clusters.”5

II. BACKGROUND

We briefly introduce the input and output types of our
framework: (1) HDLs and the VCD file type, and (2) Data
frames.

A. HDLs and the VCD file type

What is a “vcd”, or value change dump? “[A]n ASCII-
based format for dumpfiles generated by EDA logic simulation
tools. The standard, four-value VCD format was defined along
with the Verilog hardware description language by the IEEE
Standard 1364-1995 [2] in 1996.”6. VCD files capture traces
of execution of simulated software design, for which hard-
ware engineers often interact with the traces through domain-
specific tools like waveform viewers, such as GTKWave7.

VCD files are generated by software tools which simulate,
emulate, or compile in a machine-executable language some
hardware design, expressed in a hardware design language
such as Verilog or VHDL. They commonly have three primary
inputs: design, testbench, and simulator.

While many aspects of the VCD file format are unimportant,
we do note that the term “value change” refers to the fact that
VCD files only log changes to the bits within some register
(what are essentially a fixed number of fixed size variables in
a hardware design), which is commonly expressed as binary
numeric data, though VCD files allow hardware signals in bits
in addition to ‘0’ and ‘1’, so a bit may have a value of ‘x’
or ‘z’. This merited three major design decisions for these
packages:

4pandas.pydata.org/
5spark.apache.org/
6en.wikipedia.org/wiki/Value change dump
7gtkwave.sourceforge.net/
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1) First, we treat any register containing any non-numeric
value as having a value of ‘-1’, which is easy to
encode in all data frame implementations and not a valid
register value, as register values are expressed as natural
numbers in binary. This deviates from the “pandas”
standard (NaN) or using nullables, but works well in
all environments that support signed integers, allowing
greater portability.

2) Second, we implement our packages via file streaming,
rather than loading the entire file at once into memory,
as we necessarily maintain prior register values in the
data frame and may read a single value change at a
time. Many traces are far to large to fit into RAM in
any format.

3) Third, we noted that many VCD files contained registers
of the same name in different modules, a hardware
abstraction similar to the software abstraction of the
same name, that never differed in value, and removed
these to avoid data duplication.

Together, we believe these design decisions balance correct-
ness and performance.

We are not unaware of the rising popularity of the FST
(Fast Signal Trace) type, but it is not currently used by our
research partners and is not an open IEEE standard. We hope
to extend our framework to include FST in the future as it
becomes more popular in hardware security research.

1) A Design: The primary input is a hardware design
specified in an HDL such as Verilog or VHDL. In general, we
expect a design specified at the register transfer level (RTL).
In the case of Verilog, these are often specific with a “.v”
suffix and specify hardware designs as a series of registers
or signals joined by wires. This represents the digital logic
of some hardware design, but can readily be interpreted as a
program or executable.

There are numerous open-source Verilog designs made
available through a wide-range of research [3] and industry [4]
projects.

2) A Testbench: An HDL description of hardware cannot be
executed and therefore cannot generate a trace of execution,
which is necessary to create a trace of execution and have
values for logging. Therefore VCD generation also requires a
testbench, a hardware level description of some operations for
the design, which usually exercises some or all of the design
through a series of loops and inputs. Testbench generation is
a separate and active area of research [5] but testbench of any
kind is sufficient to develop our packages.

In general, we find that testbenches are often maintained
under version control in the same HDL as the design to
which they accompany, as development without testbenches
is exceedingly difficult and uncommon. For all designs we
explored, we were able to use existing testbenches written by
project maintainers.

3) A Simulator: We find that the most commonly recom-
mended tool for scholarship on hardware design is Icarus
Verilog, a free and open-source Verilog compiler under the

GPL license, maintained on GitHub8. “Icarus Verilog is not
aimed at being a simulator in the traditional sense, but a
compiler that generates code employed by back-end tools.”
Icarus Verilog supports the VCD file as a default output type.

We should note that the VCD format is ASCII-based format,
incurring write-speed limits at one-eighth of the speed of a
binary representation (when printing textual binary, one bit of
information incurs eight bits of storage). In initial experiments,
we have found it possible to bypass the VCD representation
and stream directly into a data science framework, but this
removes the benefit of encapsulating hardware design com-
plexities entirely. We hope to explore streaming data during
hardware simulation in future work.

B. Data Frames

What is a “df”, or data frame? “[O]ne of the most common
data structures used in modern data analytics because they
are a flexible and intuitive way of storing and working with
data.”9. Today, data frames are the state-of-the-art for data
analysis but lacked a way to be applied to hardware engineer-
ing and security.

Rather than being the result of an IEEE standard like
VCD, the notion of a data frame emerged naturally over
time as statistical, scientific computing, and data analytics
libraries became more mature in scripting languages and cloud
computing applications. We are aware of no precise definition
or history around data frames, but think of them as a base
feature of the R Project, which was formally launched in 1993,
and incorporated into Python by “pandas” (for “panel data”) in
2008 and then by Spark 1.6 in 2015. Statisticians developing R
noted the usefulness of storing data with variables in columns
and cases, or observations, in rows. In 2025, “pandas” (and its
dependency NumPy) are the two most popular libraries in the
most popular programming language (Python) and Spark is
one of the most popular platforms for distributed computing.

We formally regard a data frame as a “tabular data structure
common to many data processing libraries”10 and think of
them as fulfilling many of the goals of spreadsheet applications
with the benefits of the data structure being accessible as
an object within a scripting environment. It is useful as
a technology to scale data analysis beyond graphical user
interfaces and facilitate automation.

1) The R Project: The R Project uses the term “data frame”
to refer to lists of the “data.frame” class, and (following arrays,
matrices, and lists) is the most basic data structure in R which
is not common to other programming languages. Essentially,
they are implemented as lists of vectors, which may be lists,
array, martices or other data frames.

2) Python “pandas”: The “pandas” library regards the
DataFrame as its primary data structure. The DataFrame is
implemented as a dictionary, or map, like structure over
“Series” objects, its vector type. The vectors are implemented

8github.com/steveicarus/iverilog
9databricks.com/glossary/what-are-dataframes
10en.wikipedia.org/wiki/Dataframe
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as NumPy arrays, which are in turn implemented as arrays in
the C programming language.

The usefulness of this implementation for using data frames
for hardware design is that that the similarly designed devices
with 32 or 64 bit integers perhaps implicitly act as self-
hosted hardware accelerators for study of hardware designs.
The NumPy and Pyarrow backing of “pandas” both offer a
true-to-hardware encoding many common register sizes.

3) ASF Spark: Spark and its underlying insight, resilient
distributed datasets (RDDs) [6], was introduced in 2014 to
address limitations of the earlier paradigm of MapReduce [7]
and was an important innovation in distributed computing.

A core motivation for this work was to develop frameworks
that scale to any hardware designs, including CISC (Complex
Instruction Set Computer) CPUs, SoCs (System-on-a-Chip),
and other hardware that would be impractical to simulate and
analyze on a single device. For example, automated testing for
transient execution CPU vulnerabilities (such as Spectre [8]
or Meltdown [9]) is a long-standing goal of hardware security
research [10] but requires extensive computation. We begin
this process in our case studies.

III. IMPLEMENTATION

A variety of existing tools interact with VCD files, yet
to our knowledge no currently supported tools read VCD
files into data frames of any kind. However, we were able
to adapt work from the Mythra11 package for containerized
hardware CI/CD [11], which used a custom Python script to
parse VCD files for specification mining, and instead target
data frame output. We implemented the VCD-to-data-frame
parsing natively in both Python, with a “pandas” dependency,
and in R with no dependencies, so that the package may be
easily maintained and distributed.

We elected for native implementation versus the use of low-
level language such as C/C++ or Rust, as we experience a
performance bottleneck on HDL simulation rather than on
our parsing for all designs. However, if performance in these
libraries becomes a bottleneck on design, we expect the most
likely improvements to come from streaming value changes
with no intermediate write-to-disk or ASCII encoding, which
took on the order of hours [10] (versus minutes) on our
example designs.

Both packages provide the ’vcd2df’ function, which loads
a IEEE 1364-1995/2001 VCD (.vcd) file, specified as an
parameter as a string containing exactly a file path, and
returns either a pandas DataFrame or an R Project list of class
data.frame containing values over time. A VCD file captures
the register values at discrete timepoints from a simulated trace
of execution of a hardware design in Verilog or VHDL. The
returned data frame contains a row for each register, by name,
and a column for each time point, specified VCD-style using
octothorpe-prefixed multiples of the timescale.

11github.com/hwcicd/myrtha

1) The R Project: As part of research efforts, we have pub-
lished with CRAN (The Comprehensive R Archive Network)
a “vcd2df” package12 which implements a single function of
the same name. We implemented the package natively in R
in 86 lines-of-code, of which 33 were comments and 3 were
whitespace only.

2) Python “pandas”: As part of research efforts, we have
published to PyPI (The Python Package Index) a “vcd2df”
package13 which implements a single function of the same
name. We implemented the package natively in Python in
36 lines-of-code, of which 3 were comments and 3 were
whitespace only. We may use this same package in ASF Spark
via the PySpark interface, or use this package to preprocess
VCD files into Parquet files for direct usage in Spark.

IV. CASE STUDIES

We tested over three distinct hardware designs, using one
technology per design. We used the demonstration designs for
the Mythra package which include two RISC-V [12] Reduced
Instruction Set Computers (RISC) provided open-source by
Yosys and an access control module [3] provided open-source
by the Kastner Research Group (KRG) at UCSD:

1) NERV - Naive Educational RISC-V Processor14

2) PicoRV32 - A Size-Optimized RISC-V CPU15

3) AKER-Access-Control16

Each design was written in Verilog, simulated with Icarus
Verilog, and open-sourced on GitHub. We used Icarus Verilog
version 11 rather than the most recent release (12) to avoid a
versioning issue with the latest Verilog standard and some non-
standard implementation features of NERV. While these files
can be generated from open-source designs with open-source
tools, we also maintain a repository with the VCD files17 for
accessibility and reproducibility.

We timed translations via the ‘time’ command and the
average and standard deviation from 10 translations, after
writing minimal scripts that wrapped the “vcd2df” library
import and function call. In R, we wrote:

l i b r a r y ( vcd2df )

args <− commandArgs ( )
f name <− args [ l e n g t h ( args ) ]
df <− vcd2df ( p a s t e 0 ( f name , ” . vcd ” ) )
saveRDS ( df , p a s t e 0 ( f name , ” . r d s ” ) )

In Python, the ”pandas” I/O API supports many filetypes,
including both text-based and binary files, and with the ad-
dition of ”pyreadr” module18 can also write to the R Project
RDS filetype. In Python, we wrote:

12cran.r-project.org/web/packages/vcd2df
13pypi.org/project/vcd2df/1.0/
14github.com/YosysHQ/nerv
15github.com/YosysHQ/picorv32
16github.com/KastnerRG/AKER-Access-Control
17github.com/vcd2df/vcd ex
18https://pypi.org/project/pyreadr/
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from vcd2df import vcd2df
import s y s

f name = s y s . a rgv [ 1 ]
d f = vcd2df ( f name+” . vcd ” )
d f . t o p i c k l e ( f name+” . p k l ” )

We should note we tested both the “pyarrow” and “fastpar-
quet” engines for Parquet files. Parquet and Feather are ASF
file types and well suited to Spark (and usable in R packages
with appropriate R packages), and “pickle” is a Python file
type, essentially the Python equivalent of the R Project RDS
file type.

A. NERV

NERV contains 549 registers in 1267 lines of SystemVer-
ilog. Its accompanying testbench is 155 SystemVerilog LoC
(lines of code) and runs for 19 cycles. In R, translation took
an average of .194 seconds with a standard deviation of .005
seconds. In Python, translation to “pickle” took an average of
.303 seconds with a standard deviation of .006 seconds. We
report the file sizes and savings ratios in Tab. I. We remark
briefly on the space savings, for example, the VCD file was
31.0 kilobytes in size but the resultant RDS file was only 2.51
kilobytes in size, a space savings of 93%.

TABLE I
NERV DATA FRAME SIZES

File Type File Ext. Engine Bytes Save% ms
VCD .vcd iverilog 31049 - -
RDS .rds R 2512 93.0 194
pickle .pkl pandas 35926 -8.72 312
Parquet .parquet PyArrow 8629 76.0 352
Parquet .parquet Fast 6646 81.5 309
Feather .ftr PyArrow 9786 72.8 318
RDS .rds pyreadr 30057 16.3 318

To show the usefulness of data frames for studying NERV
traces, we note that the space savings can be unexpectedly
high, so we may wish to assess the coverage of our testbench.
We can do so with a few simple lines of R:

l i b r a r y ( vcd2df )
ne rv <− vcd2df ( ” ne rv . vcd ” )
count <− data . frame ( rowSums ( ne rv > 0 ) )
colnames ( count ) <− ” c o u n t s ”
rownames ( s u b s e t ( count , c o u n t s > 0 ) )

We can quickly see that only 20 registers (of 549) are
initialized and set to non-zero values in this brief test, and can
additionally see their names, including noteworthy registers
such as ‘trap’, ‘clock’, and ‘reset’, common classes of names
for registers defining the control state of CPU designs like
NERV. Notably, ‘pc’, the program counter, is not included yet
usually is the most important register for denoting progres-
sion through some trace of execution as it traces successive
instructions read from memory.

B. PicoRV32

PicoRV32 contains 232 registers in 3049 lines of Verilog
code. Its accompanying testbench is 86 lines of Verilog and
runs for 2201 cycles. In R, translation took an average of 1.618
seconds with a standard deviation of .024 seconds. In Python,
translation to ”pickle” took an average of .601 seconds with
a standard deviation of .047 seconds. We report the file sizes
and savings ratios in Tab. II. We remark briefly on the space
cost, for example, the VCD file was 269 kilobytes in size but
the resultant ”pickle” file was 3963 kilobytes in size, a space
cost of 14.6×.

TABLE II
PICORV32 DATA FRAME SIZES

File Type File Ext. Engine Bytes Size× ms
VCD .vcd iverilog 269184 - -
RDS .rds R 107012 .398 1618
pickle .pkl pandas 3917766 14.6 601
Parquet .parquet PyArrow 1704664 6.33 706
Parquet .parquet Fast 1191528 4.42 1533
Feather .ftr PyArrow 1717122 6.37 681
RDS .rds pyreadr 3962508 14.7 1150

To show the usefulness of data frames for studying Pi-
coRV32 traces, we note that the “32” in name stands for the
word size, and we can examine registers to see if each contains
what we expect to be memory addresses - values smaller than
232 which are also multiples of 32. We term this set M .

M = {m ∈ N : (32 | m) ∧ (m < 232)}

It is trivial to implement the membership test in Python, both
for individual values and for collections of values, as either
functions or lambda expressions containing the following code
blocks:

not (m % 32) and (m < (1 << 3 2 ) ) # s i n g l e
a l l ( [ f (m) f o r m in ms ] ) # c o l l e c t i o n

From there, we construct a series of registers for which this
predicate holds at all time points.

d f = pd . r e a d p i c k l e ( ” p i c o . p k l ” )
d f . apply ( f a l l , a x i s =1)

We can quickly see that only 56 registers (of 221) are 32 bit
values which are multiples of 32 at all time points, including
some memory registers such as ‘mem la firstword’. However,
not all ‘mem’ prefixed registers, like ‘mem wstrb’, are in this
series, suggesting we should further study our assumptions.

C. AKER

AKER contains 432 registers in two files totaling 2002
Verilog LoC. Its accompanying testbench is 527 lines of
SystemVerilog and runs for 1055 cycles. In R, translation took
an average of .423 seconds with a standard deviation of .010
seconds. In Python, translation to ”pickle” took an average of
.440 seconds with a standard deviation of .007 seconds. We
report the file sizes and savings ratios in Tab. III.

For AKER, to exercise Spark, we use 229 VCD files
generated by the Isadora tool for automated information flow



TABLE III
AKER DATA FRAME SIZES

File Type File Ext. Engine Bytes Size× ms
VCD .vcd iverilog 53007 - -
RDS .rds R 56969 1.07 423
pickle .pkl pandas 2977387 56.1 440
Parquet .parquet PyArrow 888735 16.8 518
Parquet .parquet Fast 684618 12.9 949
Feather .ftr PyArrow 952394 18.0 489
RDS .rds pyreadr 2997098 56.5 859

property generation for hardware designs [10], which open-
sourced its evaluation data via GitHub19. Each VCD file tracks
potential sensitive information from one for the 229 registers
and denotes an information flow into another register by setting
a register of the same name prefixed with “shadow ” to a non-
zero value. We slightly reworked the “vcd2df” function to read
strings as “strd2df”, rather than files, and read the VCD files
into a Spark Dataframe as text data then convert to a “pandas”
DataFrame.

vcds = ” gs : / / vcds − a k e r / vcds / * . vcd ”
d f = s p a r k . r e a d . t e x t ( vcds , w h o l e t e x t =True )
rdd = df . rdd . map ( lambda x : s t r 2 d f ( x [ 0 ] ) )

From there, we could straightforwardly inspect “shadow ”
registers, registers which denote information flow tracking
information, to find the first non-zero instance (when sensitive
information may reach a register).

d f = df [ d f . i n d e x . s t r . c o n t a i n s ( ” shadow ” ) ]
d f = df [ d f . any ( a x i s = 1 ) ]
d f = df . idxmax ( a x i s =1)

We find the data frame contains what we believe to be
previously undescribed information flow paths. To the best
of our knowledge, this has been achieved by no other existing
techniques for trace analysis. We have made a few extended
Spark scripts available via GitHub20, including a Colab21 demo
and a more Spark-like implementation with “flatMap”.

We note that we are underutilizing Spark at this scale,
and executing on a single cluster only as a proof-of-concept.
Approaching a fully distributed approach to Spark would
require significant additional investment in VCD generations
as well as processing, but we hope to approach in future
research.

V. RELATED WORK

Python VCD Interfaces: There are existing interfaces
from Python to VCD files, namely PyVCD22 and vcdvcd23.
Versus our tool, PyVCD only writes VCD files, and vcdvcd
only supports ASCII formatted output, which scales poorly to
moderately sized designs. We elected to convert directly to
binary encoding for scalability of write and query operations.

19github.com/cd-public/Isadora/tree/master/model/single/vcds
20github.com/vcd2df/spark
21github.com/vcd2df/spark/blob/main/vcd2df spark iflow demo.ipynb
22https://pypi.org/project/vcdvcd/
23https://pypi.org/project/pyvcd/

Data Scientific Approaches to Hardware: Early computa-
tional methods to assess the correctness and security of hard-
ware designs often directly examined trace data for known pat-
terns, such as one-hot encoding [13], [14]. Other researchers
applied data mining [15]–[17] or temporal logic [18]–[21]
techniques. Specific the to security context, researchers have
manually identified properties [22]–[24] and used software
tools incorporating clustering and classification for RISC [25]
and CISC [26] designs. Recent work has discovered subsets of
hyperproperties [10], [27], which are defined as relationships
over multiple traces. We use Spark to evaluate multiple traces
of a single design (PicoRV32) to discover grammatically
similar hyperproperties to these works.

Data Scientific Approaches to Correctness: Ammons et
al. introduced specification mining [28], a form of data mining
for computing systems by considering their traces of execu-
tion, and did so in a software context. Specification mining
launched a rich research direction across static and dynamic
analysis [29]; imperfect traces [30]; and complex races [31]–
[33]. Perhaps the most widely known miner, Daikon [34]
approached specification mining as invariant detection. An
inspiration for this work was studying the Daikon source
code and seeing custom implementations of k-means and
hierarchical clustering used within its heuristics for deter-
mining program correctness. We regard the Python and R
implementations of these algorithms as the state-of-the-art and
wished to apply them directly to hardware traces.

Python Testbenches: The use of languages common to
data analytics for hardware evaluation is not novel, with per-
haps the most common example being specifying testbenchs
in Python [35] which allows study of hardware design while
abstracting register transfer level notions of sequential and
combinatorial logic and non-numerical register values.

Pyverilog [36] was an earlier effort to bring Verilog tooling,
such as code generation and code flow analysis, into a higher-
level language.

We believe both of these contributions take advantage of
the accessibility of Python as a scripting language, but do not
leverage its unique capabilities for data analysis.

VI. CONCLUSION

We have proposed and demonstrated “vcd2df”, a proof-of-
concept package for studying hardware designs with existing
data science techniques. We have distributed our package
through the relevant package managers for Python and the R
Project, and have shown simple examples of insights from
data frames containing trace data. Research is ongoing to
study transient execution CPU vulnerabilities, and initial re-
sults suggest improved expressibility versus the state-of-the-art
specification miners.
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