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Abstract

Today, users can “lift-and-shift” unmodified applications
into modern, VM-based Trusted Execution Environments
(TEEs) in order to gain hardware-based security guarantees.
However, TEEs do not protect applications against disk
rollback attacks, where persistent storage can be reverted
to an earlier state after a crash; existing rollback resistance
solutions either only support a subset of applications or
require code modification. Our key insight is that restoring
disk consistency after a rollback attack guarantees rollback
resistance for any application. We present Rollbaccine, a
device mapper that provides automatic rollback resistance
for all applications by provably preserving disk consistency.
Rollbaccine intercepts and replicates writes to disk,
restores lost state from backups during recovery, and
minimizes overheads by taking advantage of the weak,
multi-threaded semantics of disk operations. Across bench-
marks over two real applications (PostgreSQL and HDFS)
and two file systems (ext4 and xfs), Rollbaccine adds only
19% overhead, except for the fsync-heavy Filebench Varmail.
In addition, Rollbaccine outperforms the state-of-the-art,
non-automatic rollback resistant solution by 208×.

1 Introduction
Security-conscious developers lift-and-shift unmodified
applications into VM-based Trusted Execution Environ-
ments (TEEs) under the impression that TEEs guarantee
confidentiality and integrity with minimal performance
overhead [3, 46, 79].
This is true until the application needs to access disk; TEEs
only protect data in memory, leaving the disk vulnerable.

This work is licensed under a Creative Commons Attribution 4.0 Interna-
tional License.

A combination of encryption, sealing, and hash verification
can be used to provide confidentiality and integrity while
the host is online, but once the host goes offline, the data
on disk become vulnerable to rollback attacks.
Rollback attacks revert disk to an earlier state, causing the
system to execute over stale data. Such attacks can be dev-
astating: for example, an attacker can use rollback attacks in
order to bypass limits on password attempts [48, 57, 93, 99]
or reopen vulnerabilities in patched software [33, 53].
To combat rollback attacks, existing TEE-based systems
in production must abandon the lift-and-shift philoso-
phy in order to implement bespoke rollback protection
mechanisms [29, 30, 42, 64, 83].
Ideally, there would exist a solution against rollback attacks
that is at once (1) general, correct for all applications, (2)
automatic, requiring no application modification, and (3)
resistant, allowing the application to recover as if the rollback
attack did not occur. Unfortunately, despite the variety of
existing solutions against rollback attacks [5, 11, 14, 26, 30,
34, 37, 42, 49, 62, 68, 71, 90, 100, 102], none achieve all three
properties. Existing solutions either only detect but do not
recover from rollbacks [11, 14, 26, 37, 49, 71, 90, 102], are
application specific [30, 42, 68, 100], or sacrifice automation
by requiring the application to use a new API [5].
In this paper, we make one key observation: rollback
attacks are fundamentally attacks on disks. Therefore, gen-
erality can be achieved by restoring disk consistency after
rollback, guaranteeing rollback resistance to any application
that uses disk regardless of application semantics.
The key challenge then lies in developing a strategy that pre-

serves disk consistency at low cost. Replication will necessar-
ily be part of the solution: at least onemachinemust still have
the data! Naïvely replicating all disk updates during execu-
tion, however, is a non-starter performance wise; this is why
Nimble, the state-of-the-art solution, requires the application
to use a newAPI to indicate when replication is necessary [5].
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A new API is unnecessary. Already encoded in the
semantics of disk operations are persistence flags (REQ_FUA
and REQ_PREFLUSH) [92], metadata attached to each write
request indicating whether it should be synchronously writ-
ten to disk or not. Disk writes without these flags can return
before persistence is guaranteed and potentially be lost after
a crash. These semantics are already used by file systems
in order to make most writes to disk fast and asynchronous
by default, while a small number of operations are carefully
persisted to ensure correctness. We can build off of these se-
mantics when replicating disk for rollback resistance; writes
with persistence flags must be replicated on the critical path,
while all other writes can be replicated in the background.
The weak semantics of disk also allow us to relax con-
straints on ordering. All existing countermeasures against
rollback attacks enforce a total ordering of state changes
in order to identify a “canonical” state that the system must
recover to. Disks are more flexible. Upon crash and recovery,
disks can recover any subset of weakly-persisted writes. We
can take advantage of this flexibility when replicating disk,
allowing each disk to process writes in different orders and
diverge, as long as they remain in a state consistent with
prior operations.
We instantiate these ideas in Rollbaccine (the rollback

vaccine), a system that intercepts and replicates writes
to provide general and automatic rollback resistance with
minimal overhead. To prove that Rollbaccine restores
disk consistency, we formally define the behavior of block
devices (a category of storage devices that includes disk) in
the presence of crashes (§ 4) and prove that block device
consistency is preserved by Rollbaccine (Appendix B).
Importantly, we implement Rollbaccine as a device
mapper below the file system. This is key for providing
generality: device mappers reason exclusively about block
I/O requests and whether they should be written to disk
synchronously or asynchronously. By preserving disk
consistency at this level, Rollbaccine can defend against
rollback attacks for any file system or application.
Our experimental results confirm that with Rollbaccine,
general and automatic rollback resistance is possible with
minimal performance penalty. On two large applications,
PostgreSQL and HDFS, as well as two distinct file systems,
ext4 and xfs, Rollbaccine introduces a maximum of
19% throughput and latency overhead across TPC-C [32],
NNThroughputBenchmark [7], and Filebench [91] Web-
server, with more significant overheads (71% throughput and
2.7× latency) only for the Filebench Varmail benchmark, with
its high fsync frequency. In addition, Rollbaccine outper-
forms Nimble [5]—a state-of-the-art, non-automatic rollback
resistance solution—by 208× for write-heavy workloads.
In summary, we make the following contributions:
1. We introduce Rollbaccine, a device mapper that offers

applications rollback resistance (§ 6).

2. We provide a formal definition of block device crash
consistency (§ 4) and prove that it is preserved by
Rollbaccine (Appendix B).

3. We show that Rollbaccine adds minimal overhead in
most benchmarks and significantly outperforms state-of-
the-art, non-automatic rollback-resistant solutions (§ 7).

2 Motivation and Threat Model
TEEs protect the confidentiality and integrity of applications
by preventing, through hardware and software, unautho-
rized access to code or data. Users can verify that their
applications are executing within a TEE through remote
attestation, where the host produces a proof of the code
executing within a TEE [31].
Until recently, applications that wished to run within

TEEs (e.g. Intel SGX) required extensive modifications and
suffered significant performance penalties [10]. VM-based
TEEs such as Intel TDX [44], AMD SEV-SNP [2], and Arm
CCA [9] provide a new “lift-and-shift” abstraction, where
applications can run unmodified inside the TEE and gain
confidentiality and integrity guarantees with minimal per-
formance overhead. TEEs have seen widespread adoption as
a result: all major cloud providers support at least one type of
VM-based TEE [1, 38, 64], and they are used in industry for
private data processing [17, 29, 51], key management [57],
supply-chain security [33], and AI inference [40, 61, 82].
2.1 The dangers of rollbacks
Unfortunately, the confidentiality and integrity guarantees
do not currently extend to persistent state. Attackers can
observe and modify application data on disk by either
directly accessing disk (using other applications) or by
intercepting disk operations with privileged code (such as
a kernel module loaded into the host OS).
Existing encryption and integrity-preserving tech-

niques [72, 84] can be used to automatically provide disk con-
fidentiality and some degree of integrity. However, because
the metadata used to verify integrity is still stored on disk,
they remain vulnerable to rollback attacks, where an adver-
sary could modify data (and its on-disk integrity metadata, in
tandem) in order to present the application with a stale disk.
Definition 2.1 (Rollback attack) Modifies disk reads such

that they only reflect a prefix of prior operations.

Online rollback attacks—performed while the application is
executing—can be detected by an application that validates
reads against integrity metadata in memory. An attacker
can instead launch an offline rollback attack, crashing the
TEE (and thereby clearing any metadata in memory) before
rolling disk back. Offline rollback attacks are insidious
because they are undetectable; the recovering application
cannot distinguish an offline rollback attack from a benign
crash, and will execute obliviously on stale state.
Consider for example a TEE application that rate-limits
password-guessing attempts (Listing 1). It maintains a
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counter on disk to prevent excessive retries, even across
reboots. An attacker could repeatedly crash the TEE, rollback
the disk to a state before the counter was incremented,
then restart the TEE, effectively offering users unlimited
password-guessing attempts.

Listing 1. Password-guessing application
with open(counter_file , "r+") as file:

counter = int(file.readline ()) + 1

if counter > 10:

print("Account␣blocked")

return False

else:

file.write(f"{counter}")

file.flush()

os.fsync(file.fileno ())

return pin == real_pin

Rollback attacks are relevant to all applications that rely
on persistent storage, including applications that do not
interface with disk directly and instead rely on local (or
even distributed!) database systems for persistence. Those
systems in turn rely on the persistence of their local disks,
which can be violated by rollback attacks.
To combat rollback attacks, production-level TEE-based
systems all implement bespoke rollback-detecting or
resistant solutions. SVR3 [30], Signal’s key recovery system,
modifies Raft [70] to prevent rollback attacks. CCF [42],
Azure’s TEE-protected ledger, constructs a Merkle tree to
prevent rollbacks. Google’s Confidential Space [29], Azure’s
Confidential Containers [64], and AWS’s Bottlerocket [83]
all verify the integrity of disk to detect modifications.
2.2 Threat model and guarantees
Threatmodel.Wemake the standard assumptions, common
to all TEE-based systems [5, 34, 42, 68, 77, 86], that clients
trust the hardware manufacturer and the TEE, and that TEEs
are as safe as they claim to be. Specifically, attackers cannot
violate the integrity and confidentiality of memory, break
standard cryptographic primitives, or exploit physical hard-
ware or side-channel attacks [20, 39, 67, 69, 85, 89, 94, 95, 97,
98, 101]. Attackers, including malicious cloud providers, can
still crash machines and corrupt network and disk I/O.
Correctness guarantees. Existing solutions provide one
of two guarantees in the presence of rollbacks: rollback
detection and rollback resistance.
Definition 2.2 (Rollback detection) An application is

rollback-detecting if it always detects rollback attacks.

Rollback detection provides safety. Following a rollback
attack, a rollback-detecting application may have lost
its data and be incapable of recovering, but it will never
execute over stale data. In other words, rollback detection
transforms rollback attacks into denial-of-service attacks.
Definition 2.3 (Rollback resistance) An application is

rollback resistant if, following a rollback attack, it always

recovers to a state it could have recovered to in the absence

of rollback attacks.

Rollback resistance provides liveness in addition to safety.
Following a rollback attack, a rollback-resistant application
will recover enough lost data to continue execution.
Non-guarantees. Rollback resistance guarantees that the

effect of a rollback is invisible to the application. It does not,
however, guarantee correctness.
Consider again the password guessing application. If the
application did not include the os.fsync line, an attacker
could intelligently crash the application before the counter
makes it to disk, thus bypassing the password guessing limit
without ever modifying disk. Because the attacker did not
rollback the disk, this is not a rollback attack and remains
possible even if the application were rollback resistant.
Similarly, rollback resistance’s guarantees are limited to disk
operations; it does not provide general safety to arbitrary
applications, e.g. if the password counter relies on accurate
system time from the untrusted host, or uses an insecure
entropy source for password generation.
3 Towards Rollbaccine
The ideal solution for protecting against rollback attacks
is general, automatic, and resistant, allowing developers to
place unmodified applications in TEEs without worrying
about rollback attacks.
Generality—the ability to protect arbitrary applications
against rollback attacks—is the hardest to achieve, because
we do not know what data each application relies on for
recovery. To achieve generality, solutions like Nimble [5]
sacrifice automation, requiring significant manual effort to
identify the application-specific state that must be protected.
Our key insight is that nullifying the effect of rollback
attacks on disk is sufficient to guarantee general rollback
resistance, regardless of individual applications’ semantics.
By definition, regardless of how they are mounted, rollback

attacks only modify disk. Thus, if we restore the disk to a state
it could have recovered to after a benign crash, then to any ap-
plication, the attack is indistinguishable from a benign crash.
The application must recover as if the rollback attack did not
occur, granting it rollback resistance by definition (2.3).
Rollbaccine leverages this insight to implement general,

automatic rollback resistance by replicating disk. Replication
is a well-known strategy for recovering data lost in a rollback
attack [5, 62, 68, 100]. Replicating disk, however, requires
addressing three main challenges: (1) understanding exactly
what state the disk can recover to after a benign crash, (2)
intercepting write operations to disk and replicating them
so they are available after a rollback attack, and (3) limiting
the overheads of doing so. In the rest of this paper, we
address each challenge in turn:
1. Formalisms (§ 4). In order to restore disk to a state it could

have recovered to after a benign crash, we need a formal un-
derstanding of exactlywhat states it could have possibly been
in. To the best of our knowledge, although file system crash
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Figure 1. The Linux storage stack. Block I/Os taggedwith O_DIRECT
bypass the page cache.

f = open("sosp.txt") WRITE(8)
READ(33928)
READ(1096)

write(f, "hello", 6) WRITE(1048664)
WRITE(1048672)

fsync(f) WRITE(1048680, FUA | PREFLUSH)
WRITE(1048680, FUA)
WRITE(266240)

Table 1. Opening, writing, and fsyncing to a file in ext4 and their
corresponding block I/Os, sector numbers, and persistence flags.

consistency [19, 25, 27, 27, 28, 47, 52, 58, 60, 65, 66, 75, 87]
has been extensively studied, there is no formal definition
for the block-level semantics of disks.
2. Intercepting (§ 6). Next, we present the implementation of

Rollbaccine as a device-mapper. A Linux device mapper is a
kernel module that lies between block devices (such as disks)
and higher level applications, as seen in Figure 1. Each disk
read or write request arrives at the device mapper as a block
I/O consisting of the disk sectors involved, pages containing
data for writes or retrieving data for reads, and additional
flags (REQ_FUA and REQ_PREFLUSH) describing whether the
data should be written synchronously to disks or not. Table 1
describes a simple application writing to the sosp.txt file
on the ext4 file system and the resulting block I/Os.
Implementing Rollbaccine as a device mapper presents
three benefits. First, it is a commonly accepted strategy in
industry to augment disk functionality. Dm-crypt [84], dm-
verity [73], and dm-integrity [72] are all popular device map-
pers industry used to enable disk encryption and (limited) in-
tegrity without application modification [6, 12, 13, 24, 78, 83].
Second, device mappers sit below the file system (Figure 1)
and are thus file-system agnostic; this allows us to evaluate
against both ext4 and xfs in § 7.1 without code modification.
Third, device mappers have a well defined interface that is
relatively simple to review, maintain, optimize, and trust,
as opposed to a custom rollback-resistant port of an existing
application [5] or a custom rollback resistant file system.
3. Overheads (§ 6). Finally, we discuss how Rollbaccine
minimizes performance overheads. Synchronous disk repli-
cation on the critical path not only introduces high overhead
(§ 7.2), but is also often unnecessary. Existing applications
and file systems already carefully engineer their implemen-
tation to reduce the number of synchronous writes; these
writes are mapped to block I/Os with persistence flags and
exposed to the device mapper. It suffices for Rollbaccine

to synchronously replicate writes with persistence flags and
replicate remaining writes in the background.
4 Block Device Crash Consistency
Rollbaccine provides rollback resistance by guaranteeing
that, following a rollback attack, the disk always recovers
to a benign state. A formal definition of benign state is
thus necessary. Concretely, we must formalize block device
consistency in the presence of crashes: what are the states
to which a block device (i.e. a disk) can recover to after a
crash? These are the same states that Rollbaccine must
recover to post-rollback.
We begin with the assumption that disk read and write
operations (𝑂) are atomic, which is consistent with prior
work and the inherent properties of disks [23, 76, 88]. We
also assume that writes to block devices are guaranteed
to persist across crashes only when the persistence flags
REQ_FUA or REQ_PREFLUSH are used [27, 60, 66, 92].
We describe the execution of a block device with a history
H as a totally ordered sequence of events 𝑉 composed
of invocations, responses, and crashes. This total ordering
allows us to capture causal relationships between reads and
writes and is distinct from the (unknown) order in which
the disk actually processes operations. We denoteH[𝑡] as
the sequence of events performed by a thread 𝑡 .
Concretely, invocations represent submit_bio function
calls sent to the block device; responses represent the
corresponding call to bi_end_io by the block device,
signaling I/O completion.
Read requests to block 𝑏 by thread 𝑡 are written 𝑅𝑖𝑛𝑣,𝑡 (𝑏);
responses are 𝑅𝑟𝑒𝑠,𝑡 (𝑏,𝑣𝑎𝑙), where 𝑣𝑎𝑙 is the value returned.
Write requests are 𝑊𝑖𝑛𝑣,𝑡 (𝑏, 𝑣𝑎𝑙, 𝑠𝑦𝑛𝑐), where the value to
write (if any) is val and sync is a tag with one of the following
values: REQ_FUA, REQ_PREFLUSH, REQ_FUA|REQ_PREFLUSH,
or ∅.𝑊𝑟𝑒𝑠,𝑡 (𝑏) is the matching response. We assume that
blocks are always written to before they are read from.
To define block device crash consistency, we take as our

starting point the definitions of Izraelevitz et al [45]. We will
build up to a definition of linearizability before extending
it to crashes. We start by defining a sequential history.
In a sequential history, responses always follow invoca-
tions. There can be at most one pending invocation at a
time (invocation without a matching response) and a crash
cannot occur between an invocation and its response.
Definition 4.1 (Sequential history)A historyH is sequential

if for each𝑂𝑖𝑛𝑣 and its matching response𝑂𝑟𝑒𝑠 inH , ∃H1,H2
such thatH =H1𝑂𝑖𝑛𝑣𝑂𝑟𝑒𝑠H2.

This allows us to reason about multi-threaded histories by
comparing each thread’s execution to a sequential history.1
When multiple threads operate over the same block, we uses
the happens-before relationship to order writes and reads on
1For programs that issue concurrent operations per thread using async I/O,
we can map each physical thread to multiple abstract threads.
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different threads, as this is necessary to determine whether
a history satisfies reads-see-writes.
Definition 4.2 (Happens-before)An event𝑉1 happens-before

event𝑉2 in a historyH (denoted𝑉1≺𝑉2) if𝑉1 precedes𝑉2 and
either

(1) 𝑉1=𝑂𝑟𝑒𝑠 (𝑏) and 𝑉2=𝑂 ′
𝑖𝑛𝑣 (𝑏) over the same block 𝑏,

(2) 𝑉1 or 𝑉2 is a crash 𝐶 ,

(3) 𝑉1 = 𝑂𝑟𝑒𝑠 (𝑏) and 𝑉2 = 𝑊𝑖𝑛𝑣 (𝑏′, 𝑣𝑎𝑙, 𝑠𝑦𝑛𝑐) where 𝑠𝑦𝑛𝑐

contains REQ_PREFLUSH, or
(4) ∃𝑉 ′

such that 𝑉1≺𝑉 ′≺𝑉2.
Criteria 1 and 4 are standard [41]; Criterion 2 was
introduced for crash-consistent NVMs [45] and also
applies to crash-consistent block devices. It states that
crashes are global events; all events either happen-before
or after a crash. Criterion 3 is new and captures the
block-and-thread-agnostic semantics of REQ_PREFLUSH:
once a REQ_PREFLUSH is invoked, it is only returned by disk
once all previous writes from every thread are flushed and
persisted, regardless of which blocks they wrote to.
The happens-before relationship allows us to define what
each read returns when other threads write to the same
block. Each read of block 𝑏 must return the value of the
latest completed write to that same block 𝑏, as long as there
are no crashes in-between (during which writes may be
lost). We formalize this as the reads-see-writes property,
which is only defined for crash-free periods of history (we
call these eras E).
Definition 4.3 (Reads-see-writes) A history H respects

reads-see-writes if ∀𝑅𝑟𝑒𝑠 (𝑏,𝑣𝑎𝑙) ∈H , there is a preceding write

invocation 𝑊𝑖𝑛𝑣 (𝑏, 𝑣𝑎𝑙, 𝑠𝑦𝑛𝑐) with that same 𝑣𝑎𝑙 such that

H =H0𝑊𝑖𝑛𝑣E0𝑊𝑟𝑒𝑠E1𝑅𝑖𝑛𝑣E2𝑅𝑟𝑒𝑠H1, and there does not exist

another𝑊𝑖𝑛𝑣 (𝑏) in the eras E0,E1,E2.

Finally, we consider pending invocations: invocations with-
out a matching response. Pending writes in particular require
care as they may (or may not) have been processed by the
underlying block device and reflected in the next read. We
write compl(H) to be the set of histories generated from H
by inserting matching responses after some pending invoca-
tions. This models situations where pending operations have
been persisted to disk. In contrast, let trunc(H) be the his-
tory generated fromH by removing all pending invocations.
This reflects histories where the operation was not persisted.
We can now define linearizable history as follows.
Definition 4.4 (Linearizable history) A history H is

linearizable if there exists a history H ′ ∈ trunc(compl(H))
and a sequential history S such that:

1) S respects reads-see-writes

2) ∀𝑡 , H ′ [𝑡]=S[𝑡] (i.e. H ′
and S are equivalent)

3) 𝑉1≺𝑉2 in H ′
implies 𝑉1≺𝑉2 in S.

In the absence of crashes, this definition of linearizability
is sufficient to model the behavior of multi-threaded
operations over a block device. With crashes on the other

hand, some but not all writes may be recoverable from the
block device. We formalize the set of possible write values
that may be recoverable with the notion durable cut.

Definition 4.5 (Durable cut)A durable cut D of historyH
is a subhistory of some H ′ ∈ trunc(compl(H)) where
(1) if H ′

contains𝑊𝑖𝑛𝑣 (𝑏,𝑣𝑎𝑙,𝑠𝑦𝑛𝑐) and its matching response

𝑊𝑟𝑒𝑠 (𝑏) where 𝑠𝑦𝑛𝑐 contains REQ_FUA or REQ_PREFLUSH,
then D must contain𝑊𝑟𝑒𝑠 (𝑏),
(2) ∀𝑉 ∈D, D also contains any 𝑉 ′

where 𝑉 ′≺𝑉 inH ′
, and

(3) D has no pending invocations.

The durable cut is a cut of history that contains (1) all
writes tagged with persistence flags and (2) any writes that
happen-before a write already in the cut. This is where the
extra criteria for REQ_PREFLUSH in the happens-before re-
lationship becomes relevant; if a REQ_PREFLUSH completed,
then it must be in the durable cut, and any operations
that happened-before it must be in the cut as well. The
REQ_FUA flag instead simply guarantees that, if an operation
completes with that flag, it will necessarily be in the cut.
Finally, we can formalize what persisted state can be read
from disk after a crash with block device crash consistency.
Effectively, for each crash-free era E, the set of writes that
“made it to disk” before the crash forms the durable cut D.

Definition 4.6 (Block device crash consistency) A history

H =E0𝐶0E1𝐶1 ...E𝑥−1𝐶𝑥−1E𝑥 is block device crash consistent

if there exists a single D=D0D1...D𝑥−1 such that ∀𝑖 , D𝑖 is a

durable cut of each era E𝑖 , andD0D1...D𝑖−1E𝑖 is linearizable.

Block device crash consistency checks the following. Is
era E0 linearizable? Then, moving on to E1, is there some
durable cut D0 of E0 (representing the writes that had
actually made it to disk) such that D0E1 is linearizable?
It builds inductively, keeping the data that made it to disk
consistent for each era. If the above holds for all eras inH ,
then H is block device crash consistent.
Assuming only benign system crashes and no random
disk corruption, block device crash consistency precisely
captures the set of histories produced by a disk [74]. We
prove that all histories produced by Rollbaccine are
block device crash consistent in Appendix B. In this way,
Rollbaccine ensures that the system always remains in
a benign state, thus guaranteeing rollback resistance. This
guarantee is file system- and application-agnostic.
5 System Model
Rollbaccine maintains block device crash consistency
in the presence of rollback attacks through fault-tolerant
replication of disk writes. Rollbaccine consists of 𝑁

machines, running within TEEs. One machine is the primary

where the application executes, while the remaining 𝑁 −1
nodes are backups.
Correctness guarantees. Rollbaccine provides rollback
detection up to any number of failures, and rollback
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resistance up to 𝑓 crashes, rollbacks, or other failures in line
with our threat model (§ 2.2).
During execution, the primary replicates writes by broad-
casting it to at least 𝑓 +1 machines (including itself). After
a crash (and potential rollback), the recovering machine’s
disk is restored to a block device crash-consistent state by
contacting at least 𝑓 +1 existing machines and recovering
from the most up-to-date machine. 𝑁 can be configured to
be any value between 𝑓 +1 and 2𝑓 +1 (the largest 𝑁 where
the replication and recovery quorums still intersect).
The 𝑓 failure assumption is only realistic if failures are
independent. A malicious cloud provider, however, could
simultaneously attack all 𝑁 machines. In that case, because
the integrity of Rollbaccine’s recovery logic is protected
by the TEE, Rollbaccine would still detect the rollback.
It would simply fail to recover due to its inability to reach
a quorum of existing machines. This effectively turns the
rollback attack (on safety) into a denial-of-service attack (on
liveness). A user could then take action against the cloud
provider; knowing this, the cloud provider is incentivized
against such attacks [5, 21, 22, 77].
Selecting 𝑁 . The relationship between 𝑁 and 𝑓 represent
a configurable tradeoff between availability and cost.
Traditional consensus protocols maximize 𝑁 by setting it
to 2𝑓 + 1, reducing the effect of stragglers and failures on
replication and recovery at the cost of additional machines.
Primary-backup and chain replication [81] protocols
minimize 𝑁 by setting it to 𝑓 +1, reducing the number of
machines at the cost of availability when nodes fail.
By default, Rollbaccine sets 𝑁 = 𝑓 + 1 and requires
explicit recovery to recoup liveness; Rollbaccine is only
live in the absence of failures. This is in line with what
a user can expect from a traditional cloud deployment:
if a VM crashes, the user (or some third-party software)
is responsible for restarting it or deploying another VM.
Rollbaccine preserves this abstraction in addition to trans-
forming rollback attacks into benign crashes. This allows
Rollbaccine to reduce the number of backups, minimizing
networking bandwidth, overhead, and cost. Indeed, in our
problem setting, where Rollbaccine is solely responsible
for preserving the correctness of the block device, an
attacker can always violate liveness by crashing the primary
VM executing the user’s application [5, 21, 22, 77].
6 Design
Rollbaccine must balance mitigating the high cost of
replication with the constraints placed on recovery by block
devices. This tension manifests itself in two areas: synchro-
nous vs asynchronous replication, and multi-threaded vs
single-threaded execution.
Synchronous vs. asynchronous replication. Naïve, syn-

chronous replication of all disk writes to a set of backups is
prohibitively expensive, as it requires waiting for responses
from sufficiently many backups before acknowledging

Figure 2. Rollbaccine on the critical path with 𝑓 =1.

each write. Asynchronous replication, on the other hand,
introduces a window of vulnerability during which data may
be lost: the write may have optimistically been confirmed
before replicating to sufficiently many backups.
Rollbaccine recognizes that applications and file systems
already trade-off between performance and persistence:
writes are asynchronous by default unless synchronized
through operations like fsync or flags like O_SYNC. It is
already the case that, if the system crashes, the disk is under
no obligation to persist asynchronous writes. Rollbaccine
needs only to provide this same guarantee. Rollbaccine
thus only synchronously replicates writes tagged with per-
sistence flags and asynchronously backs up all other writes.
Multi-threaded vs. single-threaded execution. Disks

achieve high throughput by allowing writes to be processed
in parallel. To maintain the multithreaded nature of disks
when replicating, Rollbaccine exploits the fact that write
invocations between replicas need not be processed in the

same order. Because the backups’ states are only used in the
event of a crash or rollback attack, they simply need to be
durable cuts (Definition 4.5) of the primary’s state in order
to achieve block device crash consistency. In other words,
the backups must respect happens-before relationships and
the semantics of persistence flags, but are free to reorder
all other operations. Concretely, Rollbaccine backups
submit write block I/Os to disk according to the total order
assigned by the primary, but submissions do not block on
the completion of previous I/Os unless they conflict.
As a result, states may actually diverge between backups.
However, since all backups maintain a durable cut, the pri-
mary can correctly recover from any backup’s state and still
maintain block device crash consistency by definition (4.6).
6.1 Critical path
We first discuss the steady-state of Rollbaccine.

6.1.1 Asynchronous writes on the primary Writes
without persistence flags, such as those before the fsync in
Table 1, are asynchronously replicated to backups. When
Rollbaccine intercepts a write on the primary 𝑝 , it encrypts
and hashes it (with AEAD), stores the hash in memory,
then atomically (1) assigns it a monotonically increasing
writeIndex𝑝 and (2) places it on the network queue, where
it will be signed and sent to the backups.
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Figure 3. Rollbaccine concurrency handling. “Pop” and “push”
are operations over the pending queue, and “insert” and “remove”
are operations over the invoked tree.

Keeping integrity metadata in memory. Traditional
integrity-preserving systems that keep integrity metadata
on disk [24, 72] are vulnerable to attacks that simultaneously
rollback the data and its integrity metadata.
Rollbaccine instead replicates integrity metadata in-

memory, relying on the TEE’s integrity guarantees while the
machine is online; once offline, integrity metadata must be
retrieved from backups during recovery. To reduce Rollbac-
cine’s memory footprint, we create a Merkle tree of hashes
and store the lower 𝐿 layers on disk, verifying any hashes
read from disk against the higher layers. The configuration
of 𝐿 represents a tradeoff between memory usage and read-
/write amplification from accessing additional blocks on disk.
Prior work has also explored using Merkle trees (without

replication) to detect disk integrity violations [11, 26, 71, 90,
102]. Their correctness rests on keeping the root/tail hash
in “small trusted storage”. Even if small trusted storage were
available (and evidence suggests otherwise [5, 62]), these
solutions are at best rollback detecting and not resistant;
once the metadata is corrupted, it cannot be recovered.
Managing the integrity of concurrent conflicting

writes. Rollbaccine then submits the encrypted write to
disk, signaling completion once it is acknowledged by disk.
Unfortunately, submitting writes to disk without blocking

on previous writes’ completion complicates the maintenance
of integrity metadata. Consider two concurrent writes𝑊,𝑊 ′

to block 𝑏 where𝑊𝑖𝑛𝑣 (𝑏) ≺𝑊 ′
𝑖𝑛𝑣 (𝑏) ≺𝑊𝑟𝑒𝑠 (𝑏). The integrity

metadata must match the data of the “later” write, but the
concurrency prevents us from knowing which write was last.
To address this issue, we impose an ordering on same-block

writes by maintaining two data structures: a tree of invoked
writes, sorted by write location, and a queue of pending
writes, seen in Figure 3. After assigning each write a
writeIndex𝑝 , the primary atomically checks if it conflicts
with any other invoked or pending write. If it does, then
the write is placed on the pending write queue and waits to
be unblocked. Otherwise, the primary stores its hash, adds
the write to the invoked write tree, and submits it to disk.
Once the write completes, it is removed from the invoked

write tree, and any non-conflicting writes are popped off
the pending queue in-order and submitted to disk. At this
point, the asynchronous write is marked completed.
Altogether, this mechanism converts concurrent writes
to the same block into sequential writes. This is similar to
the approach taken in Harmonia [104], CrossFS [80], and
dm-integrity [72], which represents the state-of-the-art in
the understanding of block device semantics.

6.1.2 Asynchronous writes arriving at the backups
Once a write arrives at the backups, the backups must
determine the order in which to submit the writes to disk.
The naïve solution, executing all writes one-after-the-other

according to writeIndex, is a non-starter performance-wise.
The challenge is then parallelizing these writes safely. To
do so, the backups need to determine which writes are to
the same block, as block semantics allows non-conflicting
writes to be ordered arbitrarily [60, 66, 74].
We make the following observation: the mechanism used
by the primary to avoid conflicting writes can be reused by
the backups to permit non-conflicting concurrent writes.
In order to preserve happens-before relationships between

writes to the same block, the backups must still submit
writes to disk in order of writeIndex𝑝 as assigned by
the primary, but do not wait for the disk to finish pro-
cessing previous writes; only conflicting writes need to
block. Concretely, once a backup 𝑏 receives a write with
writeIndex𝑝 = writeIndex𝑏 + 1, it atomically increments
writeIndex𝑏 , then follows the same process depicted in
Figure 3. This simultaneously allows disk bandwidth to be
fully utilized on the backup, allowing non-conflicting writes
to be concurrently in-flight, while preserving write ordering
over individual blocks.

6.1.3 Synchronous writes Writes tagged with persis-
tence flags are handled identically with one exception:
Rollbaccine does not return the write until backups confirm
that they have received all writes with a lower write_index.
This subsumes the behavior of both persistence flags. A

write tagged with REQ_FUA simply needs to be recoverable
from the backups, which is clear from the acknowledgment.
A write tagged with REQ_PREFLUSH requires the persistence
of all writes that happen-before it (Definition 4.2). By
assigning writeIndex based on invocation order, the
primary guarantees that if another write happens-before
the REQ_PREFLUSH, it must have a smaller writeIndex.
Therefore, when a backup acknowledges the REQ_PREFLUSH,
it must have already received the earlier write. This design
forces REQ_FUA to behave like REQ_PREFLUSH, which may
increase latency as the backup unnecessarily waits for all
previous writes to arrive. This is intentional. If backups
could acknowledge REQ_FUAs without waiting for all prior
messages, then different backups may be “fresher” for
different blocks. Two backups may have each received and
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acknowledged a different REQ_FUA, and upon failure and
recovery, the primary would be unable to select a single
freshest backup to recover from.
6.1.4 Reads Reads are performed on the primary and do
not involve the backups. To maintain integrity for concur-
rent reads and writes to the same block, Rollbaccine inserts
reads in the same pending queue/involved tree as concurrent
writes. Once the read can be executed, Rollbaccine fetches
the corresponding page from disk, decrypts it, checks it
against the hash in memory, and returns the decrypted page
if the integrity check succeeds. If the check fails—because of
a rollback attack or a benign disk corruption—Rollbaccine
crashes the machine, entering recovery upon restarting,
where the backups are used to verify the integrity of the
primary’s disk and recover corrupted data.
6.2 Recovery
Rollbaccine’s recovery protocol differs from traditional
disk recovery in two ways. First, it must retrieve in-memory
integrity metadata and any corrupted disk pages from the
most up-to-date backup. Second, it must prevent split-brain
attacks, where an attacker could feign a crash, wait for
the user to “restart” the “crashed” machine while actually
starting a new machine, then route external client traffic
between the new and “crashed” machines as desired [68].
We prevent split-brain attacks during recovery by drawing
an equivalence to reconfiguration [50, 96]. We require the
client (or some fault-tolerant third party) to provide each
restarted machine a new identity, even if the physical
hardware is the same. Each recovering machine then joins
a new configuration that excludes its crashed self, ensuring
that stale machines no longer participate in the protocol.
Rollbaccine’s recovery protocol is based on Matchmaker
Paxos [103], a state-of-the-art vertical reconfiguration [50]
protocol that uses two round-trips: one to a fault-tolerant
third party to establish the current configuration (the
active primary and backups), and another to invalidate all
previous configurations. We use CCF [42], a TEE-based
distributed key-value store, as the third party. Relying on a
third party for reconfiguration is a practice common among
consensus protocols [36, 50, 54, 59, 81] and does not affect
the critical path of Rollbaccine. As CCF is only utilized
during recovery, a single CCF service could support many
Rollbaccine instances.
During recovery, the recovering node identifies the most
up-to-date node—the designated node with the latest
configuration and highest writeIndex—then copies the des-
ignated node’s integrity metadata, scans its local disk, and
copies over any corrupted pages. The recovering node then
alerts any nodes in its new configuration, which copy their
integrity metadata and corrupted pages from the recovering
node as well in order to maintain consistency. Once the disk
is repaired, Rollbaccine is mounted and can be used as-is.
Details of the recovery protocol are in Appendix A.

7 Evaluation
Rollbaccine seeks to provide general and automatic
rollback resistance with minimal performance overhead. In
this section we answer the following questions:
1. Generality and Automatability: Can Rollbaccine

support unmodified applications, and at what cost? (§ 7.1)
2. Performance: How does Rollbaccine compare against

non-automatic rollback resistance solutions? (§ 7.2)
3. Performance: How do Rollbaccine’s overhead vary as

a function of the workload? (§ 7.3)
Implementation. We implemented Rollbaccine as
a device mapper for Linux kernel 6.8 available here:
https://anonymous.4open.science/r/rollbaccine-883E (3,938
LoC). AEAD uses in-kernel AES-GCM; hashing uses
HMAC-SHA256. We use in-kernel TCP connections with
signed messages for primary-backup communication.
Experimental setup. We use Azure DC16ads_v5
machines (16 vCPUs, 64GB RAM, 10 Gbps network, AMD
SEV-SNP TEE) in the North Europe region. Ping time is 0.3ms.
We mount Rollbaccine over local disk to avoid the default
replication Azure provides (which does not protect against
rollbacks). Experimental results are the average over 3 runs.
We compare Rollbaccine’s performance against four
systems: Unreplicated, DM, Replicated, and Nimble. Un-
replicated reads and writes from local (ephemeral) disk
without replication. It represents the highest-performing
but least durable and secure option. DM adds dm-crypt
and dm-integrity for encryption and integrity validation,
using the same AES-GCM cipher as Rollbaccine. dm-crypt
+ dm-integrity provides confidentiality and detection of
random data corruptions. Replicated uses the highest-
performing durable disk available to Azure VM-based TEEs,
a locally 3-way replicated P80 Premium SSD rated for 20,000
IOPS. Both DM and Replicated write integrity metadata to
disk [24], which is not sufficient against rollback attacks;
the integrity hash could be rolled back along with the data
by a motivated attacker.
Nimble [5] is a state-of-the-art solution against rollback

attacks that is general, resistant, but not automatic. Applica-
tions must be manually modified to send state updates to a
“coordinator” that persists the updates to untrusted storage,
replicates to 3 TEE-based “endorsers”, and then replies to the
application. These modifications are labor-intensive; it took
three person-months to modify HDFS into NimbleHDFS [5].
We evaluate against four configurations of Nimble-
HDFS: NimbleHDFS-100, NimbleHDFS-100-Mem,
NimbleHDFS-1, and NimbleHDFS-1-Mem. The number
(100 or 1) represents batch size. The original paper batches
and replicating every 100 writes, creating a window of
vulnerability during which writes marked “durable” may
be rolled back by an attacker [5], breaking the semantic
guarantees of HDFS. Setting batch size to 1 preserves seman-
tics. The -Mem modifier indicates whether state updates
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Figure 4. PostgreSQL TPC-C throughput-latency graph.

are persisted to locally replicated Standard LRS storage as
described in the paper or kept in the coordinator’s memory
(and not fault tolerant). We co-locate the coordinator
machine with the NimbleHDFS to reduce network latency.
Rollbaccine is evaluated with six configurations. Roll-

baccine is the standard setup, with 𝑓 =1 and 𝐿=0 (all 2.4GB
of integrity metadata in memory). Rollbaccine-sync
synchronously replicates all writes regardless of persistence
flags in order to isolate the effect of asynchronous repli-
cation. Rollbaccine-f=0 and Rollbaccine-f=2 toggle
between no backups (only rollback detecting) and 2 backups,
measuring the overhead of networking. Rollbaccine-L=1
and Rollbaccine-L=2 place the bottommost 𝐿 layers of
the integrity metadata Merkle tree on disk, measuring the
overhead of read/write amplification, requiring only 0.15GB
and 9.6MB of memory for integrity metadata respectively.
7.1 Performance overview
We evaluate Rollbaccine with the following bench-
marks and unmodified applications: (1) TPC-C [32] over
PostgreSQL mounted on ext4 (Figure 4), (2) NNThroughput-
Benchmark [7] over HDFS [35] mounted on ext4 (Figure 5a),
and (3) Filebench [91] Varmail and Webserver workloads
over ext4 and xfs (Figures 5b and 5c).
PostgreSQL. PostgreSQL is a widely-used open-source
transactional database that guarantees the durability
of committed transactions by persisting writes to disk.
Rollback attacks on disk can break durability, allowing
attackers to remove unwanted transactions. PostgreSQL
contains 1.3M LoC, making it infeasible to manually rewrite
for rollback resistance. It is therefore a prime target for
Rollbaccine, which promises automatic rollback resistance.
We benchmark PostgreSQL with TPC-C, a standard OLTP
benchmark for transactional databases. We configure TPC-C
to run with 10 warehouses and set the isolation level to
TRANSACTION_SERIALIZABLE. The results are in Figure 4.
Compared to Unreplicated, DM introduces negligible
overhead. Replicated and Rollbaccine respectively reduce

throughput by 35% and 15% and increase latency by 54%
and 19%. This can be attributed to the fact that when
benchmarked with TPC-C, roughly every 1 in 5 operations
in PostgreSQL are persisted, because every transaction must
be durably flushed to PostgreSQL’s Write Ahead Log (WAL)
before commit. Both Replicated and Rollbaccine must
then synchronously replicate over the network, introducing
additional latency overhead, although the latency for
Replicated is an order of magnitude greater (§ 7.3). Despite
this, the performance penalty is not severe because, at 10
warehouses, TPC-C is contention bottlenecked.
Of the configurations of Rollbaccine, Rollbaccine-sync
performs the worst, unable to leverage the benefits of
asynchronous replication. The differences between Rollbac-
cine-f=0, Rollbaccine (with f=1), and Rollbaccine-f=2 il-
lustrate the overhead of networking, whereas the differences
between Rollbaccine, Rollbaccine-L=1, and Rollbac-
cine-L=2 demonstrate the effect of read/write amplification
from accessing Merkle tree integrity metadata on disk.
The results confirm that a major component of Roll-
baccine’s high performance stems from its differentiation
between synchronous and asynchronous replication, and
that Rollbaccine can switch between different levels of fault
tolerance and memory usage without significant penalty.
HDFS. Hadoop Distributed File System is the file system

backing Hadoop MapReduce. Rollback attacks can break the
persistence guarantees of HDFS [35]. We configure HDFS
to run with one namenode and evaluate it with Hadoop’s
NNThroughputBenchmark [7]; each operation uses 500,000
files (or directories for mkdirs) and 16 client threads [5].
Results are in Figure 5a.
DM and Rollbaccine perform similarly to Unreplicated,
reducing throughput by at most 5% and at times outper-
forming Unreplicated (attributed to experimental noise).
This is because NNThroughputBenchmark, regardless
of the number of client threads, uses a single thread to
communicate with HDFS in order to isolate the overhead
of RPC calls [7]. Once enough client threads are launched
(16 is enough) on Unreplicated, DM, or Rollbaccine, this
single thread becomes the bottleneck, not HDFS.
Replicated suffers a higher 13% throughput overhead; its

high latency delays file persistence and reduces throughput.
ext4 and xfs. ext4 and xfs are file systems in the Linux
kernel with traditional POSIX semantics that we mount
over Rollbaccine, providing rollback resistance to any TEE
application that reads and writes to either file system.
We emulate such applications with Filebench using
the default Varmail and Webserver profiles. Varmail is a
highly synchronous workload that writes and explicitly
calls fsync every 4 operations. Its results can be found in
Figures 5b and 5c. Webserver is completely asynchronous,
executing reads and occasionally appending to a logfile.
Both workloads are run for the default 60 seconds.
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The throughput and latency trends are similar for ext4
and xfs, so we will discuss them together. We first examine
Varmail. Unlike TPC-C (contention bound with 10 ware-
houses) and NNThroughputBenchmark (bottlenecked on
a single thread), Varmail is bottlenecked on disk, so DM,
Replicated, and Rollbaccine all experience throughput
and (inversely proportional) latency degradations due to
the high volume of synchronous writes. Replicated has
the highest average latency per operation due to its high
fsync latency. Rollbaccine has the second-highest latency,
because it must similarly wait for a network round trip,
reducing throughput by 71% and increasing latency by 2.7×.
DM does not perform networking but still suffers from
synchronously flushing journal entries to disk.
In contrast, all configurations perform similarly for

Webserver, which does not require any synchronous
operations and mostly performs sequential reads that can
be served from prefetched pages.
In summary, except for Varmail, Rollbaccine adds a max-
imum of 19% overhead to the Unreplicated baseline across
diverse workloads. The fact that Rollbaccine is able to pro-
vide rollback resistance for all these systems without code
modifications demonstrates its versatility and ease-of-use.
7.2 Comparison against Nimble
Rollbaccine provides rollback resistance for any program
mounted over Rollbaccine’s device mapper. If an appli-
cation relies on a cloud service for persistence, then the
service itself must be mounted over Rollbaccine, requiring
buy-in from cloud providers.
Nimble does not require cloud provider buy-in and instead
detects rollbacks in existing services. Unlike block devices,
cloud services have diverse APIs, so Nimble must sacrifice
automation for compatibility. In addition, the amount of
integrity metadata that must be preallocated for cloud
services is often opaque to the end-user, so Nimble opts to
maintain a log of updates instead. This serves Nimble well
for the applications it targets (such as Intel HiBench [43]),
which can tolerate windows of vulnerability during which
data may be rolled back without detection, allowing Nimble
to batch log updates.
Unfortunately, the overheads of sequential log replica-
tion resurface when batching is disabled for safety. In
NNThroughputBenchmark’s write operations (create,

mkdirs, open, delete, fileStatus, rename), Rollbaccine
outperforms NimbleHDFS-1 by 208× (Figure 5a).
Azure storage plays a role; both NimbleHDFS-100 and

NimbleHDFS-1 underperform their in-memory counterparts
by 2−5×.
Nimble’s performance penalties, however, mainly stem
from synchronous, sequential log replication. NimbleHDFS
operations that use multiple threads to save files in parallel
must still sequentially append, sign, and replicate each log
entry. Its use of asymmetric ECDSA-SHA256 signatures
allows the log to be publicly verifiable but introduces
additional overhead in the critical section. NimbleHDFS’s
throughput then becomes a function of its batch size,
reducing NimbleHDFS-1’s throughput to double-digits.
Reads (open and fileStatus) on the other hand are local,
so all systems perform similarly.
7.3 Microbenchmarks
We analyze Rollbaccine’s performance with fio, varying
the following parameters: I/O direction (read or write),
sequentiality (sequential or random), buffering (O_DIRECT or
not), and persistence (synchronous or asynchronous writes).
All operations are of size 4K with iodepth 1. We gradually
increase the number of fio threads until throughput saturates
for each configuration. For each test, we perform 30 seconds
of warmup (in order to fill the page cache for buffered
workloads), then record statistics for 60 seconds.
Figure 6 displays the throughput (thousands of IOPS) and

average completion latency (ms) for each experiment. Each
plot point in the graph is annotated with the number of
threads used. Note that latency is log scale, so peaks in
throughput may appear diminished in some graphs, and that
the throughput and latency scales change for each graph.
We first describe general trends.
Direct I/O or persisted writes. When either O_DIRECT
or fsync are used for writes, latency increases to the
sub-millisecond range and throughput caps at around
75-150,000 IOPS across all tests (Figures 6b, 6d, 6f, 6h, 6j
and 6l). This is because the disk cannot coalesce writes,
either because it receives each operation individually
(O_DIRECT) or requires immediate persistence (fsync).
Random access. Random accesses cap out at 50-80,000
IOPS and sub-millisecond latency (Figures 6a, 6b, 6f, 6i
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Figure 6. Throughput-latency graphs of microbenchmarks. Latency is log-scale.

and 6j), with the exception of buffered writes in Figure 6e.
For random buffered reads, the cap is imposed because page
prefetching is ineffective for random accesses and each read
must be individually serviced by disk. For random buffered
writes, latency is an order of magnitude lower, because
although the writes are random, they can still be batched
in the page cache and immediately returned. Throughput,
however, is quickly capped once writes fill the page cache
and the disk becomes the bottleneck.
We now explain the performance of each configuration.
Unreplicated. Reads reach a peak throughput of around

75,000 IOPS and sub-millisecond latency (Figures 6a, 6b
and 6d), except for buffered sequential reads, which reach
500,000 IOPS and 10−2ms latency (Figure 6c). This is because,
unlike the other read workloads, buffered sequential reads
can consistently read prefetched pages from the page
cache. However, as number of threads increase, each
thread (sequentially) reads from a different location on disk,
lowering the efficacy of prefetching and capping throughput.
This behavior is universal across configurations.
The throughput and latency of Unreplicated is identical
for all write workloads with O_DIRECT (Figures 6f, 6h, 6j
and 6l), regardless of sequentiality or persistence, since those
writes are disk I/O bottlenecked. For buffered, persisted
writes (Figures 6i and 6k), fsync latency spikes and cripples
throughput due to the constant flushing of the page cache.
For the remaining workloads, the behavior of random
buffered writes (Figure 6e) is explained in the paragraph
on random access, and sequential buffered writes (Figure 6g)
simply measure how quickly full pages can be flushed to disk.
DM. The majority of overhead for DM comes from

dm-integrity [72], which maintains a journal of write blocks
and their integrity metadata on disk. The journal entry
is flushed to disk when persistence is required, and data

is asynchronously copied from the entry to their actual
locations on disk. When a read is requested, if the metadata
is not in memory, it must also be fetched from disk.
Fetching metadata is expensive for random accesses, which

explains DM’s early saturation for random reads (Figures 6a
and 6b). For random writes, the asynchronous copying
of data from the journal entry to random regions of disk
becomes the throughput bottleneck (Figures 6e, 6f, 6i and 6j).
For direct, non-persisted, sequential writes, DM has signifi-

cantly lower latency than all other configurations (Figure 6h).
This is because while other configurations directly submit
write I/Os to disk, DM builds its own internal cache in the
form of asynchronous journal flushes. Once persistence is re-
quired, this no longer gives DM an edge in latency (Figure 6l).
Finally, we must explain how DM’s throughput continues
rising for sequential, persisted writes (Figures 6k and 6l).
This can again be attributed to journaling. Although journal
entries must be flushed to disk after an fsync, a single
journal entry’s flush can account for the persistence of
multiple writes, in effect batching the fsyncs.
Replicated. Throughput and latency for Replicated is
capped by Azure at 20,000 IOPS and millisecond latency,
except for sequential buffered reads, random buffered writes,
and sequential buffered writes (Figures 6c, 6e and 6g), which
benefit from page prefetching and caching.
Rollbaccine. Reads in Rollbaccine perform similarly to

Unreplicated (Figures 6a to 6d) because they do not leave the
primary, with a maximum of 16% and 21% additional latency
and throughput overheads at saturation, respectively. This
overhead is the result of decryption and maintaining the
list of invoked and pending operations; the latter happens
in a critical section (§ 6.1).
For asynchronous writes, Rollbaccine scales with
the number of threads alongside Unreplicated, with a
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maximum latency and throughput overhead of 43% and
45% respectively (Figures 6e to 6h). With the exception
of sequential buffered writes, which is bottlenecked on
bandwidth (Figure 6g), the primary’s disk is the bottleneck.
These results demonstrate that by replicating asynchronous
writes in the background, Rollbaccine is able to scale.
Persisted writes, on the other hand, are bottlenecked on
round-trip time to the backups, with a maximum of 433%
and 45% latency and throughput overhead (Figures 6i to 6l).
Latency increases by an order of magnitude as the primary
waits for the backup to receive all previous operations
before acknowledging the write. Throughput, however,
can continue to scale due to this optimization: if multiple
synchronous writes concurrently arrive at the backup, then
it only acknowledges the write with the highest index, since
that acknowledgment implies the receipt of all writes with
lower indices.
In summary, Rollbaccine adds 21% overhead for reads,

45% overhead for asynchronous writes, similar to DM (with
the exception of direct writes), and an order of magnitude of
overhead for synchronous writes. The under-performance of
direct writes is not fundamental; Rollbaccine can be mod-
ified to cache writes in memory as well. For synchronous
writes, Rollbaccine experiences much higher overheads,
but, as seen in § 7.1, most applications are designed to use
persistence operations sparingly and are minimally affected.
In addition, Rollbaccine consistently outperforms

Replicated in all benchmarks and microbenchmarks (except
sequential buffered writes, which can be cached), suggesting
it can be eventually added to Azure storage without a
significant performance penalty and provide all applications
with rollback resistance by default.
7.4 Crash consistency and recovery
In this section, we simulate rollback attacks on both the
primary and the backup in order to analyze the latency
introduced by recovery and verify that Rollbaccine can
always recover to a consistent state.
We first break down the performance impact of recovery
in Figure 7, plotting time against the number of writes
processed by the recovering node. We start with a standard
Rollbaccine deployment executing PostgreSQL with TPC-
C, as in § 7.1. As it executes, we restart either the primary
or backup, overwrite the first 100MB of the 600GB disk to
simulate corruption, conduct recovery, then resume TPC-C
over the recovered database. Recovery ends after the last
shaded region; the following lull in throughput corresponds

to TPC-C setup and is present at the beginning of the graph
as well. The spikes in throughput are a product of the
diverse transactions in TPC-C and are unrelated to recovery.

We break the latency of recovery into three main phases in
Figure 7: startup, hash transfer, and disk verification. Startup
time (with “/” stripes) depends on whether Azure physically
restarts the machine or redeploys it on a fresh VM; the deci-
sion is out of our control. In our experiment, the primary was
physically restarted, and the backup was redeployed, taking
655 and 60 seconds respectively. Hash transfer (the thin gray
line) is the time it takes for the recovering node to receive the
2.4GB in-memory integrity metadata from the other node;
this takes 11 seconds in both tests. Disk verification (with “\”
stripes) is the time it takes for the recovering node to read its
the entire disk and perform integrity checks, recovering cor-
rupted pages from the other node when necessary; this takes
around 395 seconds in both tests, amounting to 1.5GB/s.
This verification latency is unavoidable for any integrity-
preserving application and is comparable to the 600 seconds
it takes for dm-crypt + dm-integrity to format the disk.

We then test the correctness of Rollbaccine by simulating
crashes and verifying the consistency of mounted file sys-
tems with ACE [66] and xfstests, standard tools for testing
crash consistency.We generate and evaluate 577 tests on ext4
mounted over Rollbaccine. Rollbaccine passes all tests.
8 Related Work
Rollback resistance. Existing application-agnostic solu-
tions for rollback resistance either sacrifice automatability
or generality. Nimble [5] modifies applications to use its
API in order to determine when data must be replicated.
Narrator [68] assumes that applications are deterministic
based on input ordering; accommodating non-deterministic
applications requires recording executions for deterministic
playback with high performance costs [15].

Rollback detection. Solutions that use hashes to verify
integrity, but do not keep a backup of the data, are rollback
detecting but not resistant [11, 21, 26, 62, 102].

Rollback resistance or detection has also been manually
integrated into applications such as consensus proto-
cols [42, 100] and databases [8, 14, 37]. SVR3 [30] introduces
a variant of Raft [70] that is safe even against physical
attackers, assuming memory can only be rolled back at a
page-level granularity.

Device mappers. Existing Linux device mappers offer
some functionality to enforce confidentiality or integrity
of disk. dm-crypt [84] paired with dm-integrity [72] or
dm-verity [73] can provide confidentiality and integrity
in the presence of benign, random disk corruptions, but
the integrity metadata on disk is vulnerable to rollbacks.
drbd [55] replicates blocks but cannot detect attacks or
compare the freshness of disks.
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File system semantics. Prior work has explored substitut-
ing persistent file system operations for fault-tolerant repli-
cation [56] outside the context of rollback attacks. Assise [4]
uses this strategy for a NVM-backed network file system
in order to reduce latency. SCFS [16] and drbd [55] allow
users to toggle between replication schemes to replace disk
persistence, while Gaios [18] introduces replacements for file-
related system calls that replicate to Paxos state machines.
Blizzard [63] replicates disk but acknowledges flushes before
replication, breaking semantics in order to reduce latency.
9 Conclusion
Rollbaccine provides general, automatic, and low-overhead
rollback resistance in a field where high performance and se-
curity are traditionally only achievable through careful code
modifications. Rollbaccine achieves this by marrying the
inherent asynchrony and concurrency of disk consistency
with fault tolerant replication. Rollbaccine’s low overhead
and generality leads us to believe that it can be transparently
integrated into cloud storage systems with minimal effort.
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A Recovery
Before intercepting operations on the critical path, we must
ensure that the primary and backups are all executing within
TEEs, communicating with each other over secure channels,
and cannot be impersonated by a malicious third party.
Initialization. Initialization achieves these goals through

remote attestation and TLS channels. After the primary and
backups perform attestation, they are given the secret key
for encryption and the addresses and roles of each member,
which they use to establish secure channels and begin
execution. The process becomes complex once recovery is
taken into consideration.
Recovery protocol. Our recovery protocol is based on

the reconfiguration protocol from Matchmaker Paxos [103],
with CCF [42] tracking configurations as the matchmakers.
To track configurations, each nodemaintains a seenBallot,
representing the latest configuration it has seen, and a
ballot, representing the latest configuration it has been a
member in. Each protocol message must be tagged with the
ballot or seenBallot field of the sender, and recipients
only accepts messages if their local ballot is no fresher than
the messages’ ballot. Intuitively, this means that nodes do
not process requests from stale configurations.
We first modify the initialization protocol so that the initial

configuration is committed to CCF. After attestation, nodes
are given a seenBallot representing their configuration
conf. The primary then sends MatchA<seenBallot𝑝,
conf> to CCF. CCF adds the configuration to allConf and
responds with MatchB<ballot𝑐, allConf>, where ballot𝑐
is the highest ballot observed by CCF. Upon receiving
MatchB, the primary checks if ballot𝑐 =seenBallot𝑝 and
if allConf= {conf}; if so, it sets ballot𝑝 to seenBallot𝑝
and can begin intercepting reads and writes.
A recovering node (including backups) follows the same
process but will receive at least one prior configuration.
It then preempts all nodes from prior configurations in
allConf by broadcasting P1a<seenBallot𝑖>.
Upon receiving P1a<seenBallot𝑖>, each node 𝑗 sets
its seenBallot𝑗 to seenBallot𝑖 if seenBallot𝑖 is
larger, then attempts to aid recovery by responding
with P1b<seenBallot𝑗, ballot𝑗, hashes𝑗, disk𝑗,
writeIndex𝑗>, where hashes𝑗 are its in-memory hashes
and disk𝑗 is its disk. The recovering node ignores any P1bs
where seenBallot𝑖 ≠seenBallot𝑗 .
After receiving at least 1 P1b from each configuration,
the recovering node knows that no prior configuration
can make progress and now selects the designated node
to recover its state from. The designated node 𝑑 is the
node with the highest (ballot,writeIndex) pair, ordered
lexicographically. The recovering node replaces its disk with
disk𝑑 and sets its hashes to hash𝑑 . It then uses that hash and
disk to update other nodes in its new configuration conf𝑖
by sending Reconfig<seenBallot𝑖, hashes𝑑, disk𝑑,
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writeIndex𝑑>; those nodes replace their own hashes and
disks similarly.
We optimize reconfiguration by omitting hashes from
P1b and disk from both P1b and Reconfig, only requesting
them when necessary. The recovering node first requests
hashes𝑑 only from the designated node. It then performs
an integrity scan over its local disk using hashes𝑑 , and
only if any individual pages do not pass the integrity
check, requests the page from the designated node. If
the designated node fails during this process, the hashes
are requested from another designated node (there must
be another, since there are at most 𝑓 failures and each
configuration has 𝑓 + 1 nodes), and the integrity scan is
restarted with the new hashes. The recovering node then
sends Reconfig to the other nodes in conf𝑖 , which also
perform integrity scans and request corrupted pages from
the recovering node. If the designated node is also a node in
conf𝑖 , then it does not need to process Reconfig. This is the
case for any recovery that replaces a single crashed node.
Any node that completes disk synchronization then sets
its ballot to seenBallot𝑖 , writeIndex to writeIndex𝑑 ,
hashes to hashes𝑑 , and can resume operation.
Once recovery is complete, old configurations can be

removed from allConf in CCF through a garbage collection
protocol [103] and safely shut down.
B Correctness
We provide a proof sketch for the following theorem:

Theorem 1All histories produced by Rollbaccine are block

device crash consistent.

We must first map the behaviors of Rollbaccine to the
terms used by block device crash consistency. A node in Roll-
baccine is active if ballot𝑝 =seenBallot𝑝 ; only active pri-
maries can process read and write messages from the appli-
cation. A crash𝐶 is any period of time during which there is
no active primary; this encompasses failures due to integrity
violations detected by Rollbaccine, signaling a rollback at-
tack. An invocation 𝑂𝑖𝑛𝑣 is any read or write intercepted by
the active primary, and a response𝑂𝑟𝑒𝑠 is any response to in-
vocations returned by the active primary to the upper layer.
Note how the definitions of invocation and responses differ
from their definitions in block device crash consistency,
which define those operations over the block device (instead
of the active primary of Rollbaccine). The active primary
in Rollbaccine acts as an additional layer between the
application and the block device, delaying invocations to
the block device to prevent concurrent accesses to the same
blocks (§ 6.1.1), removing read responses with that fail
integrity checks (§ 6.1.4), and synchronous write responses
until they are replicated (§ 6.1.3).
We start by establishing that the active primary of Rollbac-

cine produces linearizable histories in the absence of crashes.

Lemma 1Given an encrypted disk, a crash-free durable cut

D representing its disk state, its corresponding hashes, and
a subsequent era E produced by the primary, the combined

history DE is linearizable.

Proof. To prove that DE is linearizable, we must construct
a sequential history S that respects reads-see-writes, is
equivalent to some E′ ∈ trunc(compl(DE)), and contains
a superset of the happens-before relationships in DE.
We create S by (1) removing pending invocations in E,
and (2) creating abstract threads to isolate accesses to each
block (creating E′), then (3) shifting responses earlier in
each thread such that matching responses immediately
follow each invocation.
S is sequential by construction.
We know that Rollbaccine processes operations over the

same block sequentially based on invocation order (§ 6.1.1),
which is unchanged in S. This means that each read must
see the previous write, even if the read invocation precedes
the write response. This holds despite rollback attacks,
because Rollbaccine enforces integrity checks for reads
(which would otherwise fail). Since responses immediately
follow each invocation in S, each write-read invocation
pair satisfies the reads-see-writes precondition and indeed
returns the value of the previous write. Therefore S respects
reads-see-writes.
We know that for all threads 𝑡 , E′ [𝑡]=S[𝑡] by construction.
We also know that S preserves all happens-before relation-
ships, because responses were moved earlier (so any invo-
cation that happens-after a response still happens-after it).
By definition, DE is linearizable. □

Under the same circumstances, each active backup produces
a durable cut of the era produced by the active primary.
Lemma 2 Given an encrypted disk, a durable cut D
representing its disk state, its corresponding hashes, and
subsequent eras E1,E2 produced by the primary and a backup

respectively, DE2 is a durable cut of DE1.

Proof. We first show that the backups respects any happens-
before relationships on the primary. Writes are assigned
writeIndex by the active primary based on invocation
order. By definition of happens-before 𝑉1 ≺ 𝑉2 is only
possible if𝑉1 precedes𝑉2, which implies that writeIndex of
𝑉1 is also less than writeIndex of 𝑉2. Therefore, if a backup
submitted 𝑉2 to disk, it must have already submitted 𝑉1;
formally, 𝑉2 ∈E2 implies 𝑉1 ∈E2.
We now show that the backups must contain all completed
synchronous writes. The primary does not return synchro-
nous writes to the application until the backups acknowledge
that they have received that write and all prior writes
with lower writeIndexes. Formally,𝑊𝑟𝑒𝑠 (𝑏,𝑣𝑎𝑙,𝑠𝑦𝑛𝑐) ∈ E1
implies𝑊𝑟𝑒𝑠 (𝑏,𝑣𝑎𝑙,𝑠𝑦𝑛𝑐) ∈ E2 if 𝑠𝑦𝑛𝑐 contains REQ_FUA or
REQ_PREFLUSH. By the definition of durable cut, E2 is a
durable cut of E1, thereforeDE2 is a durable cut ofDE1. □
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After reconfiguration, the current active primary contains
either the disk of the previous active primary or a previous
active backup. The current active primary is the one with the
highest ballot and writeIndex; a previous active primary
is one that was current before reconfiguration. A current or
previous active backup is a backup with a ballot matching
the current or previous active primary.
Lemma 3 During reconfiguration, the current primary or

backup must recover the disk state and hashes of either the

previous active primary or its backups.

Proof. Reconfiguration follows the protocol of Matchmaker
Paxos [103]. The proof can be derived from that of
Matchmaker Paxos; we provide its intuition here.
We prove inductively on the difference between ballot𝑥
on the current primary 𝑥 and ballot𝑦 on the previous
active primary 𝑦. Primary 𝑦 could have only become active
by either completing initialization or reconfiguration by
sending MatchA to CCF and adding conf𝑦 to allConf.
In the base case, if ballot𝑥 = ballot𝑦 + 1, then when
primary 𝑥 sends MatchA to CCF and receives allConf
in MatchB, then conf𝑦 must be the highest-ballot con-
figuration in allConf. Primary 𝑥 (and its backups) must
synchronize their disks and hashes from either primary 𝑦
or its backups.

In the inductive case, if ballot𝑥 =ballot𝑦+𝑖+1, then there
may be at most 𝑖 highest-ballot configuration in allConf.
By the induction hypothesis, since there has been no active
primaries since the configuration associated with ballot𝑦 ,
no writes could have been made to disk, and each primary
and backup must have synchronized their disks from
either primary 𝑦, its backups, or some machine with state
equivalent to those machines, and so must primary 𝑥 . □

Combined, the lemmas state that: at initialization, the cur-
rent active primary’s disk state is linearizable (Lemma 1), so
prior to any crashes, the primary’s disk is also block device
crash consistent. Using induction on crashes, we assume that
the 𝑖-th active primary’s disk is block device crash consistent.
In the inductive case, after 𝑖+1 crashes, the current active
primary must recover to either the disk of the 𝑖-th previous
active primary or its backups (Lemma 3), whose disks are
durable cuts (Lemma 2) of the 𝑖-th primary’s, which is still
block device crash consistent by the induction hypothesis.
Therefore, whether the primary recovers from the history
or its durable cut, it will still produce a linearizable history
(Lemma 1). By definition, all histories produced by Rollbac-
cine must be block device crash consistent (Theorem 1).
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