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Allocation of Heterogeneous Resources in
General Lotto Games
Keith Paarporn, Adel Aghajan, Jason R. Marden

Abstract— The allocation of resources plays an impor-
tant role in the completion of system objectives and tasks,
especially in the presence of strategic adversaries. Optimal
allocation strategies are becoming increasingly more com-
plex, given that multiple heterogeneous types of resources
are at a system planner’s disposal. In this paper, we focus
on deriving optimal strategies for the allocation of hetero-
geneous resources in a well-known competitive resource
allocation model known as the General Lotto game. In
standard formulations, outcomes are determined solely by
the players’ allocation strategies of a common, single type
of resource across multiple contests. In particular, a player
wins a contest if it sends more resources than the oppo-
nent. Here, we propose a multi-resource extension where
the winner of a contest is now determined not only by the
amount of resources allocated, but also by the composition
of resource types that are allocated. We completely charac-
terize the equilibrium payoffs and strategies for two distinct
formulations. The first consists of a weakest-link/best-shot
winning rule, and the second considers a winning rule
based on a weighted linear combination of the allocated
resources. We then consider a scenario where the resource
types are costly to purchase, and derive the players’ equi-
librium investments in each of the resource types.

I. INTRODUCTION

System planners are often responsible for allocating limited
resources towards accomplishing multiple objectives, e.g. the
allocation of autonomous agents to complete distributed tasks,
or the allocation of security assets to prevent successful
attacks against a network. The increasing complexity of these
systems require effective resource allocation strategies to be-
come increasingly complex. Part of this is the need to utilize
multiple heterogeneous types of resources that are special-
ized for completing particular tasks. For example, multirobot
systems require the allocation and coordination of agents
with heterogeneous capabilities in order to complete mul-
tiple objectives [2]–[4]. Ensuring security in cyber-physical
systems requires the allocation of cybersecurity resources,
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physical security infrastructures, and human resources [5]–
[9]. The successful completion of objectives often cannot be
accomplished through the allocation of only a single resource
type. This poses new challenges as to how strategies for the
allocation of heterogeneous resources should be conceived.
Indeed, a system planner seeks to maximize performance by
deploying multiple types of assets with different capabilities,
effectiveness, and costs.

In this paper, we focus on deriving the optimal allocation
of multiple, heterogeneous resources types in strategic adver-
sarial environments. In particular, we propose an extended
formulation of the General Lotto game, a popular model of
competitive resource allocation between opponents [10], [11].
The General Lotto game is a variant of the original Colonel
Blotto game, which models a strategic interaction where two
budget-constrained players compete over a set of valuable
contests, and the player that deploys more resources to a
particular contest wins its associated value. In the standard
formulations, the players have access only to a single common
resource type, and the winner of each contest is determined
purely by the amount of resources allocated to that contest –
this is known as the winner-take-all winning rule [12].

The primary literature on General Lotto and Colonel Blotto
games almost exclusively considers the allocation of a single
resource type [11], [13]–[18], e.g. only money, only UAVs,
only troops, etc. From an applications standpoint, many im-
portant resource allocation problems cannot be addressed with
a single-resource model. For example, consider a defender of
a cyber network that needs to ensure security against malware,
denial-of-service, and social engineering attacks, all of which
require different types of resources to prevent [19]. This leads
to more nuanced decision problems regarding the allocation of
heterogeneous assets. In particular, the success of a competitor
depends not only on the amount of resources allocated, but
also on the composition of resource types being deployed
in contested environments. Consequently, the specification of
new classes of multi-dimensional winning rules becomes an
important modeling consideration.

In this paper, we consider formulations where players have
access to and can allocate multiple resource types. Here,
success on individual contests now depend on the multi-
dimensional allocation of resource types from both players,
and we consider two such winning rules. Figure 1 provides
diagrams illustrating the differences between the standard
single-resource formulations and our novel multi-resource
formulation.
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<latexit sha1_base64="OxNWMMW8gio5nPun+01zUjW0INo=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoPgKeyKr2PQi8cI5gHJEmZnJ8mY2ZllplcIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrTAQ36HnfTmFldW19o7hZ2tre2d0r7x80jUo1ZQ2qhNLtkBgmuGQN5ChYO9GMxKFgrXB0O/VbT0wbruQDjhMWxGQgeZ9TglZqdmmk0PTKFa/qzeAuEz8nFchR75W/upGiacwkUkGM6fhegkFGNHIq2KTUTQ1LCB2RAetYKknMTJDNrp24J1aJ3L7StiS6M/X3REZiY8ZxaDtjgkOz6E3F/7xOiv3rIOMySZFJOl/UT4WLyp2+7kZcM4pibAmhmttbXTokmlC0AZVsCP7iy8ukeVb1L6sX9+eV2k0eRxGO4BhOwYcrqMEd1KEBFB7hGV7hzVHOi/PufMxbC04+cwh/4Hz+ALGXjzk=</latexit>· · ·

<latexit sha1_base64="OxNWMMW8gio5nPun+01zUjW0INo=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoPgKeyKr2PQi8cI5gHJEmZnJ8mY2ZllplcIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrTAQ36HnfTmFldW19o7hZ2tre2d0r7x80jUo1ZQ2qhNLtkBgmuGQN5ChYO9GMxKFgrXB0O/VbT0wbruQDjhMWxGQgeZ9TglZqdmmk0PTKFa/qzeAuEz8nFchR75W/upGiacwkUkGM6fhegkFGNHIq2KTUTQ1LCB2RAetYKknMTJDNrp24J1aJ3L7StiS6M/X3REZiY8ZxaDtjgkOz6E3F/7xOiv3rIOMySZFJOl/UT4WLyp2+7kZcM4pibAmhmttbXTokmlC0AZVsCP7iy8ukeVb1L6sX9+eV2k0eRxGO4BhOwYcrqMEd1KEBFB7hGV7hzVHOi/PufMxbC04+cwh/4Hz+ALGXjzk=</latexit>· · ·Y1
<latexit sha1_base64="wK0UwPsCLLaju429d8GRH3k8p8s=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0VL0VvXisaD+kDWWz3bRLN5uwuxFK6E/w4kERr/4ib/4bN2kQtT4YeLw3w8w8L+JMadv+tApLyyura8X10sbm1vZOeXevrcJYEtoiIQ9l18OKciZoSzPNaTeSFAcepx1vcpX6nQcqFQvFnZ5G1A3wSDCfEayNdHs/cAblil21M6BF4uSkAjmag/JHfxiSOKBCE46V6jl2pN0ES80Ip7NSP1Y0wmSCR7RnqMABVW6SnTpDR0YZIj+UpoRGmfpzIsGBUtPAM50B1mP110vF/7xerP1zN2EiijUVZL7IjznSIUr/RkMmKdF8aggmkplbERljiYk26ZSyEC5S1L9fXiTtk6pzWq3d1CqNyzyOIhzAIRyDA2fQgGtoQgsIjOARnuHF4taT9Wq9zVsLVj6zD79gvX8B9YGNuQ==</latexit>

Y2
<latexit sha1_base64="BM3SSGZS3fg8Mu57Tt0M5ynZF4s=">AAAB6nicbVDLSsNAFL2pr1pfVZduBovgqiS1+NgV3bisaB/ShjKZTtqhk0mYmQgl9BPcuFDErV/kzr9xkgZR64ELh3Pu5d57vIgzpW370yosLa+srhXXSxubW9s75d29tgpjSWiLhDyUXQ8rypmgLc00p91IUhx4nHa8yVXqdx6oVCwUd3oaUTfAI8F8RrA20u39oDYoV+yqnQEtEicnFcjRHJQ/+sOQxAEVmnCsVM+xI+0mWGpGOJ2V+rGiESYTPKI9QwUOqHKT7NQZOjLKEPmhNCU0ytSfEwkOlJoGnukMsB6rv14q/uf1Yu2fuwkTUaypIPNFfsyRDlH6NxoySYnmU0MwkczcisgYS0y0SaeUhXCR4vT75UXSrlWdk2r9pl5pXOZxFOEADuEYHDiDBlxDE1pAYASP8AwvFreerFfrbd5asPKZffgF6/0L9wWNug==</latexit>

<latexit sha1_base64="VnN26Ek9A30NmevQDcSxIFBreJQ=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8eIeUmyhNnJJBkyO7vM9AphySd48aCIV7/Im3/jJNmDJhY0FFXddHcFsRQGXffbya2srq1v5DcLW9s7u3vF/YOGiRLNeJ1FMtKtgBouheJ1FCh5K9achoHkzWB0O/WbT1wbEakajmPuh3SgRF8wilZ6eOzWusWSW3ZnIMvEy0gJMlS7xa9OL2JJyBUySY1pe26Mfko1Cib5pNBJDI8pG9EBb1uqaMiNn85OnZATq/RIP9K2FJKZ+nsipaEx4zCwnSHFoVn0puJ/XjvB/rWfChUnyBWbL+onkmBEpn+TntCcoRxbQpkW9lbChlRThjadgg3BW3x5mTTOyt5l+eL+vFS5yeLIwxEcwyl4cAUVuIMq1IHBAJ7hFd4c6bw4787HvDXnZDOH8AfO5w8Uwo2u</latexit>

YT

X1
<latexit sha1_base64="wLF/x0aAb1wf8rHrig8hUWYbu/o=">AAAB6nicbVDLSsNAFL2pr1pfUZduBovgqiRafOyKblxWtA9oQ5lMJ+3QySTMTIQS+gluXCji1i9y5984SYOo9cCFwzn3cu89fsyZ0o7zaZWWlldW18rrlY3Nre0de3evraJEEtoiEY9k18eKciZoSzPNaTeWFIc+px1/cp35nQcqFYvEvZ7G1AvxSLCAEayNdNcduAO76tScHGiRuAWpQoHmwP7oDyOShFRowrFSPdeJtZdiqRnhdFbpJ4rGmEzwiPYMFTikykvzU2foyChDFETSlNAoV39OpDhUahr6pjPEeqz+epn4n9dLdHDhpUzEiaaCzBcFCUc6QtnfaMgkJZpPDcFEMnMrImMsMdEmnUoewmWGs++XF0n7pOae1uq39WrjqoijDAdwCMfgwjk04Aaa0AICI3iEZ3ixuPVkvVpv89aSVczswy9Y71/z+424</latexit>

X2
<latexit sha1_base64="0IzdhCd10XcKYrztvk/JC1GZ/Jg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqqXorevFY0X5AG8pmu2mXbjZhdyOU0J/gxYMiXv1F3vw3btIgan0w8Hhvhpl5XsSZ0rb9aRVWVtfWN4qbpa3tnd298v5BR4WxJLRNQh7KnocV5UzQtmaa014kKQ48Trve9Dr1uw9UKhaKez2LqBvgsWA+I1gb6a43rA3LFbtqZ0DLxMlJBXK0huWPwSgkcUCFJhwr1XfsSLsJlpoRTuelQaxohMkUj2nfUIEDqtwkO3WOTowyQn4oTQmNMvXnRIIDpWaBZzoDrCfqr5eK/3n9WPsXbsJEFGsqyGKRH3OkQ5T+jUZMUqL5zBBMJDO3IjLBEhNt0illIVymaHy/vEw6tapzVq3f1ivNqzyOIhzBMZyCA+fQhBtoQRsIjOERnuHF4taT9Wq9LVoLVj5zCL9gvX8B9X+NuQ==</latexit>

<latexit sha1_base64="OcUprpb4PS38UdCZICTBbVQxGKI=">AAAB6nicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdQx68RgxL0iWMDuZTYbMzi4zvUJY8glePCji1S/y5t84SfagiQUNRVU33V1BIoVB1/12VlbX1jc2C1vF7Z3dvf3SwWHTxKlmvMFiGet2QA2XQvEGCpS8nWhOo0DyVjC6m/qtJ66NiFUdxwn3IzpQIhSMopUe2716r1R2K+4MZJl4OSlDjlqv9NXtxyyNuEImqTEdz03Qz6hGwSSfFLup4QllIzrgHUsVjbjxs9mpE3JqlT4JY21LIZmpvycyGhkzjgLbGVEcmkVvKv7ndVIMb/xMqCRFrth8UZhKgjGZ/k36QnOGcmwJZVrYWwkbUk0Z2nSKNgRv8eVl0jyveFeVy4eLcvU2j6MAx3ACZ+DBNVThHmrQAAYDeIZXeHOk8+K8Ox/z1hUnnzmCP3A+fwATPI2t</latexit>

XT

· · ·<latexit sha1_base64="1DuaMldMYSGwnuUayY1NqaaVHl4=">AAAB7XicbVDLSsNAFL2pr1pfVZdugkVwVRItPnZFNy4r2Ae0oUwmk3bsZCbMTIQS+g9uXCji1v9x5984SYOo9cCFwzn3cu89fsyo0o7zaZWWlldW18rrlY3Nre2d6u5eR4lEYtLGggnZ85EijHLS1lQz0oslQZHPSNefXGd+94FIRQW/09OYeBEacRpSjLSROgMcCK2G1ZpTd3LYi8QtSA0KtIbVj0EgcBIRrjFDSvVdJ9ZeiqSmmJFZZZAoEiM8QSPSN5SjiCgvza+d2UdGCexQSFNc27n6cyJFkVLTyDedEdJj9dfLxP+8fqLDCy+lPE404Xi+KEyYrYWdvW4HVBKs2dQQhCU1t9p4jCTC2gRUyUO4zHD2/fIi6ZzU3dN647ZRa14VcZThAA7hGFw4hybcQAvagOEeHuEZXixhPVmv1tu8tWQVM/vwC9b7F8dxj2c=</latexit>

<latexit sha1_base64="1EhGqNqwp8WxeRzJE3Oytcch1pM=">AAACA3icbVDJSgNBEO1xjXGLetNLYxA8hRlxOwa9eIxgFkhC6OnUJE16FrprxGEY8OKvePGgiFd/wpt/YyeZgyY+KHi8V0VVPTeSQqNtf1sLi0vLK6uFteL6xubWdmlnt6HDWHGo81CGquUyDVIEUEeBElqRAua7Epru6HrsN+9BaREGd5hE0PXZIBCe4AyN1CvtdxAeMK1JloCiGe34DIecybSV9Uplu2JPQOeJk5MyyVHrlb46/ZDHPgTIJdO67dgRdlOmUHAJWbETa4gYH7EBtA0NmA+6m05+yOiRUfrUC5WpAOlE/T2RMl/rxHdN5/hEPeuNxf+8dozeZTcVQRQjBHy6yIslxZCOA6F9oYCjTAxhXAlzK+VDphhHE1vRhODMvjxPGicV57xydntarl7lcRTIATkkx8QhF6RKbkiN1Aknj+SZvJI368l6sd6tj2nrgpXP7JE/sD5/AGacmAU=</latexit>

Player X

<latexit sha1_base64="C3usfwB2vMWqzTZuZot3YsPJCe0=">AAACA3icbVDJSgNBEO2JW4xb1JteGoPgKcyI2zHoxWMEs0hmCD2dStKkZ6G7RgzDgBd/xYsHRbz6E978GzvLQRMfFDzeq6Kqnh9LodG2v63cwuLS8kp+tbC2vrG5VdzeqesoURxqPJKRavpMgxQh1FCghGasgAW+hIY/uBr5jXtQWkThLQ5j8ALWC0VXcIZGahf3XIQHTKuSDUHRjLoBwz5nMr3L2sWSXbbHoPPEmZISmaLaLn65nYgnAYTIJdO65dgxeilTKLiErOAmGmLGB6wHLUNDFoD20vEPGT00Sod2I2UqRDpWf0+kLNB6GPimc3SinvVG4n9eK8HuhZeKME4QQj5Z1E0kxYiOAqEdoYCjHBrCuBLmVsr7TDGOJraCCcGZfXme1I/Lzln59OakVLmcxpEn++SAHBGHnJMKuSZVUiOcPJJn8krerCfrxXq3PiatOWs6s0v+wPr8AWghmAY=</latexit>

Player Y

<latexit sha1_base64="ujBjZxMOjtcKK+o5ElGKe01qTdY=">AAACC3icbVC7SgNBFJ2Nrxhfq5Y2Q4JgY9gVX2XQxkIhgnlAEsLs5G4yZPbBzF0xLOlt/BUbC0Vs/QE7/8bJo9DEAwOHc+5j7vFiKTQ6zreVWVhcWl7JrubW1jc2t+ztnaqOEsWhwiMZqbrHNEgRQgUFSqjHCljgSah5/cuRX7sHpUUU3uEghlbAuqHwBWdopLadbyI8oOenN4lEcahgMpleR4gR7bIAhm274BSdMeg8caekQKYot+2vZifiSQAhcsm0brhOjK2UKRRcwjDXTDTEjPdZFxqGhmaJbqXjW4Z03ygd6kfKvBDpWP3dkbJA60HgmcqAYU/PeiPxP6+RoH/eSkUYJwghnyzyE0nNmaNgaEco4CgHhjCuhPkr5T2mGEcTX86E4M6ePE+qR0X3tHhye1woXUzjyJI9kicHxCVnpESuSJlUCCeP5Jm8kjfryXqx3q2PSWnGmvbskj+wPn8Aryabdg==</latexit>

Multi-resource Lotto game

· · ·<latexit sha1_base64="1DuaMldMYSGwnuUayY1NqaaVHl4=">AAAB7XicbVDLSsNAFL2pr1pfVZdugkVwVRItPnZFNy4r2Ae0oUwmk3bsZCbMTIQS+g9uXCji1v9x5984SYOo9cCFwzn3cu89fsyo0o7zaZWWlldW18rrlY3Nre2d6u5eR4lEYtLGggnZ85EijHLS1lQz0oslQZHPSNefXGd+94FIRQW/09OYeBEacRpSjLSROgMcCK2G1ZpTd3LYi8QtSA0KtIbVj0EgcBIRrjFDSvVdJ9ZeiqSmmJFZZZAoEiM8QSPSN5SjiCgvza+d2UdGCexQSFNc27n6cyJFkVLTyDedEdJj9dfLxP+8fqLDCy+lPE404Xi+KEyYrYWdvW4HVBKs2dQQhCU1t9p4jCTC2gRUyUO4zHD2/fIi6ZzU3dN647ZRa14VcZThAA7hGFw4hybcQAvagOEeHuEZXixhPVmv1tu8tWQVM/vwC9b7F8dxj2c=</latexit>

<latexit sha1_base64="1q+pbZeRTC2ru4NRXfD+8dwh+xs=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdQx68ZiAeUCyhNlJbzJmdnaZmRXCki/w4kERr36SN//GSbIHTSxoKKq66e4KEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivV271S2a24M5Bl4uWkDDlqvdJXtx+zNEJpmKBadzw3MX5GleFM4KTYTTUmlI3oADuWShqh9rPZoRNyapU+CWNlSxoyU39PZDTSehwFtjOiZqgXvan4n9dJTXjjZ1wmqUHJ5ovCVBATk+nXpM8VMiPGllCmuL2VsCFVlBmbTdGG4C2+vEya5xXvqnJZvyhXb/M4CnAMJ3AGHlxDFe6hBg1ggPAMr/DmPDovzrvzMW9dcfKZI/gD5/MHuPmM5g==</latexit>

X

<latexit sha1_base64="yGfyrjVzwfzFSrKKF0B4BLJk0+w=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNryPRi0dI5GFgQ2aHBkZmZzczsyZkwxd48aAxXv0kb/6NA+xBwUo6qVR1p7sriAXXxnW/ndzK6tr6Rn6zsLW9s7tX3D9o6ChRDOssEpFqBVSj4BLrhhuBrVghDQOBzWB0O/WbT6g0j+S9Gcfoh3QgeZ8zaqxUe+gWS27ZnYEsEy8jJchQ7Ra/Or2IJSFKwwTVuu25sfFTqgxnAieFTqIxpmxEB9i2VNIQtZ/ODp2QE6v0SD9StqQhM/X3REpDrcdhYDtDaoZ60ZuK/3ntxPSv/ZTLODEo2XxRPxHERGT6NelxhcyIsSWUKW5vJWxIFWXGZlOwIXiLLy+TxlnZuyxf1M5LlZssjjwcwTGcggdXUIE7qEIdGCA8wyu8OY/Oi/PufMxbc042cwh/4Hz+ALp9jOc=</latexit>

Y

<latexit sha1_base64="1EhGqNqwp8WxeRzJE3Oytcch1pM=">AAACA3icbVDJSgNBEO1xjXGLetNLYxA8hRlxOwa9eIxgFkhC6OnUJE16FrprxGEY8OKvePGgiFd/wpt/YyeZgyY+KHi8V0VVPTeSQqNtf1sLi0vLK6uFteL6xubWdmlnt6HDWHGo81CGquUyDVIEUEeBElqRAua7Epru6HrsN+9BaREGd5hE0PXZIBCe4AyN1CvtdxAeMK1JloCiGe34DIecybSV9Uplu2JPQOeJk5MyyVHrlb46/ZDHPgTIJdO67dgRdlOmUHAJWbETa4gYH7EBtA0NmA+6m05+yOiRUfrUC5WpAOlE/T2RMl/rxHdN5/hEPeuNxf+8dozeZTcVQRQjBHy6yIslxZCOA6F9oYCjTAxhXAlzK+VDphhHE1vRhODMvjxPGicV57xydntarl7lcRTIATkkx8QhF6RKbkiN1Aknj+SZvJI368l6sd6tj2nrgpXP7JE/sD5/AGacmAU=</latexit>

Player X

<latexit sha1_base64="C3usfwB2vMWqzTZuZot3YsPJCe0=">AAACA3icbVDJSgNBEO2JW4xb1JteGoPgKcyI2zHoxWMEs0hmCD2dStKkZ6G7RgzDgBd/xYsHRbz6E978GzvLQRMfFDzeq6Kqnh9LodG2v63cwuLS8kp+tbC2vrG5VdzeqesoURxqPJKRavpMgxQh1FCghGasgAW+hIY/uBr5jXtQWkThLQ5j8ALWC0VXcIZGahf3XIQHTKuSDUHRjLoBwz5nMr3L2sWSXbbHoPPEmZISmaLaLn65nYgnAYTIJdO65dgxeilTKLiErOAmGmLGB6wHLUNDFoD20vEPGT00Sod2I2UqRDpWf0+kLNB6GPimc3SinvVG4n9eK8HuhZeKME4QQj5Z1E0kxYiOAqEdoYCjHBrCuBLmVsr7TDGOJraCCcGZfXme1I/Lzln59OakVLmcxpEn++SAHBGHnJMKuSZVUiOcPJJn8krerCfrxXq3PiatOWs6s0v+wPr8AWghmAY=</latexit>

Player Y

<latexit sha1_base64="mjz/ImHKukjIPLKFWbDUq6xerwA=">AAACBnicbVDLSsNAFJ34rPUVdSnCYBFclUR8LYvduHBRwT6gDWUynbRDJ5kwcyOW0JUbf8WNC0Xc+g3u/BsnbRbaemDgcM59zD1+LLgGx/m2FhaXlldWC2vF9Y3NrW17Z7ehZaIoq1MppGr5RDPBI1YHDoK1YsVI6AvW9IfVzG/eM6W5jO5gFDMvJP2IB5wSMFLXPugAewA/SKuCaG1kgW8kgMR9ErJx1y45ZWcCPE/cnJRQjlrX/ur0JE1CFgHNBrZdJwYvJQo4FWxc7CSaxYQOSZ+1DY3MEu2lkzPG+MgoPRxIZV4EeKL+7khJqPUo9E1lSGCgZ71M/M9rJxBceimP4gRYRKeLgkRgc2aWCe5xxSiIkSGEKm7+iumAKELBJFc0IbizJ8+TxknZPS+f3Z6WKld5HAW0jw7RMXLRBaqga1RDdUTRI3pGr+jNerJerHfrY1q6YOU9e+gPrM8fkyOZMw==</latexit>
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Win all types

Fig. 1: (Left) The classic General Lotto game, wherein a single resource type (e.g. money) is allocated to multiple simultaneous contests.
Player X has a budget of X ≥ 0 resources, and player Y has a budget of Y ≥ 0 resources. Success on a contest here simply depends
on sending more resources than the opponent. (Right) The multi-resource General Lotto game. There are multiple resource types available
to allocate (e.g. money, advertising, and human resources), where player X has budget X1 ≥ 0 of type 1 resources, X2 ≥ 0 of type 2
resources, and so on. The success on each contest is now determined by a winning rule that depends on the combined allocation of resource
types from both players. Our main contributions characterize equilibrium payoffs and strategies for two types of winning rules. Theorem 3.1
considers the weakest-link rule, wherein player X needs to allocate more of every resource type to win a contest, whereas player Y only
needs to allocate more of only a single type of resource. Proposition 5.1 considers a setting where each resource type has an associated
weight, or effectiveness. A player wins the contest if the aggregate weighted amount of resources exceeds that of the opponent.

A. Contributions

We propose a framework to study classes of multi-resource
General Lotto games, where players compete by allocating
multiple types of resources. Our goal is to provide equilibrium
characterizations for this new class of models. Specifically,
we seek to analytically derive the equilibrium payoffs and
strategies for both players. Our main contributions are as
follows.
• The formulation of a novel multi-resource General Lotto

game in Section II. We consider a finite number of resource
types, and both players have limited budgets pertaining to
each type. The winning rule on each contest is a function
that depends on the allocation of all resource types to that
contest.

• Our main contribution provides a complete equilibrium char-
acterization in the case of a weakest-link/best-shot winning
rule (Theorem 3.1). That is, one of the players must send
more resources of every type in order to win a contest
(weakest-link), while the other player only needs to send
more of any one resource type (best-shot).

• In our second main contribution, we consider a scenario
where utilizing resources incurs a cost. We derive a unique
equilibrium that describes the optimal investments into each
type of resource for both players (Theorem 4.1).

• Our third contribution provides a complete equilibrium
characterization in the case that the winning rule is given
by a weighted linear combination of the allocated resource
types (Proposition 5.1). That is, each resource type has a
relative effectiveness against all other types.

Numerical experiments are also included throughout to illus-
trate the main results. Figure 1 provides a summary of these
contributions.

B. Related works

Single-resource allocation models constitute the vast ma-
jority of studies in the Colonel Blotto literature. This body of
work provides unique insights into many aspects of adversarial
interactions, such as multi-agent coalition formation [20]–
[22], incomplete and asymmetric information [23]–[25], and
settings with networked contests and players [?], [26], [27].
These are often applied to specific applications, such as
influence of social networks [28], market competition [29],
political races [30], and cybersecurity [31].

There are few studies that have explicitly considered multi-
ple and heterogeneous resource types. A multi-resource integer
Blotto game was considered in [32], which focused on deriving
efficient computational algorithms rather than studying specific
winning rules and the corresponding equilibrium payoffs. Re-
cent interest in defense applications proposes a framework for
“mosaic warfare”, where multiple resource types have hetero-
geneous capabilities and effectiveness against the opponent’s
resource types [33]. The effect of fractionated resource types
(quantized amounts of resources) has also been considered
when players have access to different types of resources [34].
An analysis of tradeoffs between two types of resources that
are allocated in different time periods, i.e. pre-allocated and
real-time resource types, is recently given in [35], [36] for
General Lotto games.

Notation: We denote the set of non-negative vectors of length
n as Rn

≥0. We will use bold lettering to denote vector variables.
The function 1{E} is the indicator function on an event E:
it is 1 if E is true, and 0 otherwise. We denote ∆(S) as the
collection of all probability distributions over the elements of
an arbitrary set S.
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II. PROBLEM FORMULATION

In this section, we first review the classic General Lotto
game, which considers the allocation of a single resource type.
We then formulate a novel setting where the players’ depends
on the allocation of multiple resource types.

A. Classic, Single-Resource General Lotto Game
Two players X and Y compete over a collection of simulta-

neous valuable contests, C = {1, 2, . . . , C}. The contests have
values v = (v1, . . . , vC) ∈ RC

≥0. Without loss of generality,
the values are normalized such that

∑
c∈C vc = 1. The players

have access to a common single-dimensional resource, e.g.
only money, security forces, or human resources, that they use
to compete. A resource allocation for player X is a vector x =
(x1, . . . , xC) ∈ R≥0, and similarly y = (y1, . . . , yC) ∈ R≥0

for player Y . The amount xc is interpreted as the quantity of
resources allocated to contest c ∈ C. A player wins a contest by
allocating more resources than the opponent. Thus, the payoff
to player X is defined as

πX (x, y) ≜
∑
c∈C

vc · 1{xc ≥ yc}, (1)

and the payoff to player Y is defined as

πY(x, y) ≜
∑
c∈C

vc · 1{xc < yc} = 1− πX (x, y). (2)

In this formulation, each player is able to randomize its
allocation, but cannot allocate an amount of resources that
exceeds a fixed budget in expectation. Player X has a fixed
budget X ≥ 0 and player Y has a fixed budget Y ≥ 0. An
admissible strategy for player X is a cumulative distribution
function FX over RC

≥0 whose expected value does not exceed
X . That is, the strategy space for player X is

F(X) ≜

{
FX ∈ ∆(RC

≥0) : Ex∼FX

[∑
c∈C

xc

]
≤ X

}
(3)

and the strategy space for player Y is F(Y ). With slight abuse
of notation, we denote the players’ expected payoffs with
respect to a strategy profile (FX , FY) as

πX (FX , FY) = Ex∼FX
y∼FY

[πX (x, y)] . (4)

and πY(FX , FY) = 1 − πX (FX , FY) is similarly defined.
These payoff functions define a two-player simultaneous-move
game, termed the General Lotto game, which we will refer to
as GL(X,Y ;v). A diagram of this setup is provided in Figure
1 (Left).

Definition 1. An equilibrium is a strategy profile (F ∗
X , F ∗

Y)
that satisfies

πX (FX , F ∗
Y) ≤ πX (F ∗

X , F ∗
Y) ≤ πX (F ∗

X , FY) (5)

for any FX ∈ F(X) and for any FY ∈ F(Y ).

In an equilibrium, player X cannot increase its payoff by
unilaterally changing its strategy, and player Y cannot decrease
player X ’s payoff by unilaterally changing its strategy. Pro-
vided below is a well-known result from the literature detailing

the unique payoffs that the players obtain in any equilibrium
of the General Lotto game.

Theorem 2.1 (Adapted from [10]). Consider a General Lotto
game GL(X,Y ;v). The unique equilibrium payoff for player
X is

π∗
X (X,Y ) ≜ L

(
Y

X

)
, (6)

where L : R≥0 → (0, 1] is defined as

L(α) ≜

{
1− α

2 , if α ≤ 1
1
2α , if α > 1

. (7)

The equilibrium payoff to player Y is π∗
Y(X,Y ) ≜ 1 −

π∗
X (X,Y ).

It is important to note that in GL(X,Y ;v), the equilibrium
payoff depends only on the ratio of the players’ budgets,
and the total value of all contests

∑
c vc. Here, since v is

normalized, the total value is just 1, but in cases where v
is not normalized, the equilibrium payoff would simply be
(
∑

c vc)L(Y/X). A plot of the equilibrium payoff π∗
X is

shown in Figure 2 (Left).

B. Multi-resource General Lotto game

We now introduce an extension of the classic General Lotto
game to a scenario where the players have multiple types of
resources at their disposal (e.g. money, human resources, ...),
and their success on any contest depends on the combination of
allocations of all resource types. Suppose there are T ≥ 1 dis-
tinct resource types, which we enumerate as T = {1, . . . , T}.
Let X ≜ (X1, . . . , XT ) and Y ≜ (Y1, . . . , YT ) be player X
and Y’s resource budgets for each type, respectively. Here, an
allocation for player X , Y is

x = (x1, . . . ,xC) ∈ RCT
≥0

y = (y1, . . . ,yC) ∈ RCT
≥0

(8)

where for each contest c ∈ C, xc = (xc,1, . . . , xc,T ) ∈ RT
≥0.

We note that T = 1 recovers the classic setup.
The payoff to player X is

πX (x, y) ≜
∑
c∈C

vc ·W (xc,yc) (9)

where W : RT
≥0×RT

≥0 → {0, 1} is the winning rule for player
X . The payoff to player Y is then

πY(x, y) ≜
∑
c∈C

vc · (1−W (xc,yc)) = 1− πX (x, y). (10)

The winning rule W determines the winner of contest c ∈ C
based on the composition of the allocations of all resource
types from both players, xc,yc. This significantly differs from
the classic setup that utilizes the “winner-take-all” winning
rule: whoever allocated more resources (of homogeneous type)
wins the contest. An illustration that contrasts these setups is
depicted in Figure 1. We will focus on the following winning
rules defined below.
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Player Y

Fig. 2: (Left) This plot shows the equilibrium payoff to player X in the classic single-resource General Lotto game (Theorem 2.1), as a
function of its resource budget X ≥ 0. In this plot, we fix player Y’s budget Y = 1. Note that for any given performance level, e.g. a payoff
of 0.1, there is a unique budget for X that achieves this performance level. (Center) This plot shows the equilibrium payoff to player X
in the two-resource General Lotto game with the weakest-link winning rule (Theorem 3.1). For a fixed performance level, e.g. 0.1, there is
now a contour of budget pairs (X1, X2) that achieves this payoff. Here, we fix budgets Y1 = Y2 = 1. (Right) Depiction of the two-resource
game from the center figure.

• Weakest-link: Player X is required to allocate more than
Y for all resource types,

WWL(x,y) ≜ 1 {xt ≥ yt, ∀t ∈ T } . (11)

• Best-shot: Player X is required to allocate more than Y
for at least one resource type,

WBS(x,y) ≜ 1 {xt ≥ yt, for some t ∈ T } . (12)

Note that a weakest-link winning rule for X , πX (x,y) =∑
c vcWWL(x,y), necessarily implies Y has a best-shot win-

ning rule, πY(x,y) =
∑

c vcWBS(y,x), and vice versa.
The weakest-link/best-shot winning rules reflect interactions
between a defender and attacker. For example, a defender is
required to have superiority on all fronts in order to ensure
security of a networked system or critical infrastructure –
e.g. ensuring security against malware, denial-of-service, and
social engineering attacks.

To complete the setup, we consider an admissible strategy
for player X to be any distribution FX over RCT

≥0 such that the
expected total allocation of resource type t across all contests
does not exceed Xt. That is, the strategy space for player X
is

F(X) ≜

{
FX ∈ ∆(RCT

≥0 ) : Ex∼FX

[∑
c∈C

xc,t

]
≤ Xt, ∀t ∈ T

}
(13)

and the strategy space for player Y is F(Y ). In the same way
that expected payoffs were defined in (4), the expected payoffs
with respect to a strategy profile (FX , FY) ∈ F(X) × F(Y )
is given by

πX (FX , FY) = Ex∼FX
y∼FY

[∑
c∈C

vc ·W (xc,yc)

]
, (14)

with πY(FX , FY) = 1 − πX (FX , FY). This defines a two-
player simultaneous-move game, which we will refer to
as a Multi-resource General Lotto game, and denote it as
ML(X,Y ;W,v). An equilibrium (F ∗

X , F ∗
Y) in this game is

analogously defined as in Definition 1.

III. RESULTS: EQUILIBRIUM CHARACTERIZATION OF ML
GAME

In this section, we present our first main contribution of
this paper, which provides the full equilibrium characterization
for the multi-resource General Lotto game under the weakest-
link/best-shot winning rule. The results detail the unique
equilibrium payoffs to both players as well as the equilibrium
strategy profiles.

Theorem 3.1. Consider a Multi-resource General Lotto game
under the weakest-link winning rule, ML(X,Y ;WWL,v). The
unique equilibrium payoff to player X is

π∗
WL(X,Y ) ≜ L(α(X,Y )) (15)

where α(X,Y ) ≜
∑

t∈T
Yt

Xt
. The equilibrium payoff to Y is

π∗
BS(X,Y ) ≜ 1−π∗

WL(X,Y ). An equilibrium strategy profile
(F ∗

X , F ∗
Y) ∈ F(X)×F(Y ) is given as follows. If α(X,Y ) ≤

1, then for all c ∈ C and any u ∈ RT
≥0,

F ∗
X ,c(u) = min

{
min

{
ut

2vcXt
, 1

}}
t∈T

F ∗
Y,c(u) = 1− α(X,Y )

+ α(X,Y )
∑
t∈T

Yt/Xt

α(X,Y )
·min

{
ut

2vcXt
, 1

}
.

(16)
If α(X,Y ) > 1, then for all c ∈ C and any u ∈ RT

≥0,

F ∗
X ,c(u) = 1− 1

α(X,Y )

+
1

α(X,Y )
·min

{
min

{
ut

2vcXtα(X,Y )
, 1

}}
t∈T

F ∗
Y,c(u) =

∑
t∈T

Yt/Xt

α(X,Y )
·min

{
ut

2vcXtα(X,Y )
, 1

}
.

(17)

Section VI details the full proof of Theorem 3.1 by devel-
oping a series of intermediate Lemmas.

We first give some remarks about the form of the equi-
librium payoff (15). We note that it takes the same form
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L(α) of the equilibrium payoff from the classic General Lotto
game (Theorem 2.1), but instead the budget ratio α(X,Y )
is evaluated to be the summation of the budget ratios over
all resource types. Thus, we observe that under the weakest-
link winning rule for X , it is necessary that it has a positive
resource budget Xt > 0 ∀t ∈ T in order to attain a non-zero
payoff, since player X needs to win on all resource types for
any given contest. We note this is not the case for player Y ,
since it has the best-shot winning rule on any given contest.

An illustration of the equilibrium payoff is shown in Figure
2 (Center). A notable feature here is that there is a contour
of resource budgets (X1, X2) satisfying Y1

X1
+ Y2

X2
= α that

achieve the same, fixed equilibrium payoff L(α). The multi-
dimensional dependence of the players’ performance metrics
suggests one can evaluate the most cost-effective investments
in combinations of resources to achieve a given performance
level. We will address this problem in Section IV.

We also give a brief discussion of the equilibrium strategies
here, but we direct the reader to Section VI for their full
interpretations and derivations. With strategy F ∗

X (16), player
X chooses its allocation to contest c according to xc,t =
2vcXt ·U for each t ∈ T , where U ∈ [0, 1] is an independent
uniform random sample. Given X has the weakest-link rule,
this strategy ensures that a positive amount of every resource
type is allocated to each contest. With strategy F ∗

Y , player
Y chooses its allocation yc to contest c as follows. With
probability α(X,Y ), it randomly selects a resource type
t ∈ T with probability Yt/Xt

α(X,Y ) . Then, it allocates an amount
yc,t = 2vcXt · U of type t resources, where U ∈ [0, 1] is
an independent uniform random sample, and does not allocate
any other resource types, i.e. yc,t′ = 0 for all t′ ̸= t. While the
best-shot rule specifies that Y can win by allocating more on
at least one resource type, the equilbrium strategy F ∗

Y attempts
to win the contest by winning on only one resource type.

IV. STRATEGIC INVESTMENT OF MULTIPLE RESOURCES

In this section, we examine how valuable each resource type
is by considering a scenario where the players must decide
how much of each type to invest in, given there are costs of
investment. We formulate a two-stage interaction where the
players make investment decisions in the first stage to acquire
resources, and then engage in a multi-resource Lotto game in
the second stage. For resources of type t ∈ T , player X pays
a per-unit cost κt > 0 and player Y pays a per-unit cost σt.
The interaction unfolds as follows.
Stage 1: Both players simultaneously decide their resource
investments, X and Y .
Stage 2: The players engage in a multi-resource General Lotto
game ML(X,Y ;W,v).

In the case that the winning rule is weakest-link, the final
payoffs obtained are

UX (X,Y ) ≜ π∗
WL(X,Y )−

∑
t∈T

κt ·Xt (18)

for player X , and

UY(X,Y ) ≜ π∗
BS(X,Y )−

∑
t∈T

σt · Yt (19)

for player Y . Here, each player uses its resources invested
from Stage 1 to compete in the simultaneous-move game ML
in stage 2, and the resulting payoffs from stage 2 are the
unique equilibrium payoffs of ML(X,Y ;W,v) characterized
in Theorems 3.1 and 5.1. Consequently, the only strategic
decisions that need to be investigated are how the players
should invest in Stage 1. This two-stage interaction can thus
be viewed as a two-player strategic-form game with strategy
spaces X ∈ RT

≥0 for X and Y ∈ RT
≥0 for Y . We denote this

game as the Multi-resource General Lotto game with costs,
ML-C(κ,σ,W ).

Our goal is to identify the equilibria of ML-C(κ,σ,W ).
Here, an equilibrium is an investment profile (X∗,Y ∗) ∈
RT
≥0 × RT

≥0 that satisfies

UX (X∗,Y ∗) ≥ UX (X,Y ∗), ∀X ∈ RT
≥0

UY(X
∗,Y ∗) ≥ UX (X∗,Y ), ∀Y ∈ RT

≥0

(20)

Note that unlike the General Lotto games GL and ML, the
strategic interaction with costs is not a constant-sum game
because the associated costs of investment are included in
the players’ payoff functions. The result below provides the
equilibrium investments and payoffs for both players under the
weakest-link winning rule.

Theorem 4.1. Consider the Multi-resource General Lotto
game with costs under the weakest-link winning rule
ML-C(κ,σ,WWL). It admits a unique equilibrium investment
profile (X∗,Y ∗), wherein both players spend an identical
amount of money, i.e.∑

t∈T
κtX

∗
t =

∑
t∈T

σtY
∗
t . (21)

The unique equilibrium investment profile is given as follows.
If r ≜

∑
t∈T

κt

σt
> 1, then

X∗
t =

1

2σtr2
, Y ∗

t =
κt

2σ2
t r

2
∀t ∈ T . (22)

yielding equilibrium payoffs of U∗
X ≜ UX (X∗,Y ∗) = 0 and

U∗
Y ≜ UY(X

∗,Y ∗) = 1− 1
2r .

If r ≜
∑

t∈T
κt

σt
≤ 1, then

X∗
t =

1

2σt
, Y ∗

t =
κt

2σ2
t

∀t ∈ T . (23)

yielding equilibrium payoffs of U∗
X = 1− r

2 and U∗
Y = 0.

Interestingly, regardless of the cost parameters, both players
spend an equivalent amount of money in equilibrium. How-
ever, the total amount of resources purchased is not necessarily
identical. Player X purchases X∗

tot =
∑

t X
∗
t = 1

2r2

∑
t

1
σt

total resources, and player Y purchases Y ∗
tot = 1

2r2

∑
t
κt

σ2
t

total resources. We note that both of these quantities depend
on the cost parameters κ,σ.

The players’ equilibrium payoffs have a discontinuity when
the parameter r = 1. This is unlike the General Lotto
games GL and ML, where although there are two separate
cases, the equilibrium payoffs are still continuous in the α
parameter. Figure 3 (Top Right) provides a plot of the players’
equilibrium payoffs.
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<latexit sha1_base64="umMDvNcY8cXrdtZnV4fW7rB51sY=">AAACAXicbVDLSsNAFJ3UV62vqBvBzWARXJVEfC2LgrisYB/QhjKZTtqhk0yYuRFLqBt/xY0LRdz6F+78GydtFtp6YOBwzr3cOcePBdfgON9WYWFxaXmluFpaW9/Y3LK3dxpaJoqyOpVCqpZPNBM8YnXgIFgrVoyEvmBNf3iV+c17pjSX0R2MYuaFpB/xgFMCRuraex1gD5BeK0IzAcsAgwQixl277FScCfA8cXNSRjlqXfur05M0CVkEVBCt264Tg5cSBZwKNi51Es1iQoekz9qGRiRk2ksnCcb40Cg9HEhlXgR4ov7eSEmo9Sj0zWRIYKBnvUz8z2snEFx4KY/iBFhEp4eCRJiQOKsD97hiFMTIEEIVN3/FdECyNkxpJVOCOxt5njSOK+5Z5fT2pFy9zOsoon10gI6Qi85RFd2gGqojih7RM3pFb9aT9WK9Wx/T0YKV7+yiP7A+fwDgnJct</latexit> F
ra

ct
io

n
of

to
ta

l

<latexit sha1_base64="umMDvNcY8cXrdtZnV4fW7rB51sY=">AAACAXicbVDLSsNAFJ3UV62vqBvBzWARXJVEfC2LgrisYB/QhjKZTtqhk0yYuRFLqBt/xY0LRdz6F+78GydtFtp6YOBwzr3cOcePBdfgON9WYWFxaXmluFpaW9/Y3LK3dxpaJoqyOpVCqpZPNBM8YnXgIFgrVoyEvmBNf3iV+c17pjSX0R2MYuaFpB/xgFMCRuraex1gD5BeK0IzAcsAgwQixl277FScCfA8cXNSRjlqXfur05M0CVkEVBCt264Tg5cSBZwKNi51Es1iQoekz9qGRiRk2ksnCcb40Cg9HEhlXgR4ov7eSEmo9Sj0zWRIYKBnvUz8z2snEFx4KY/iBFhEp4eCRJiQOKsD97hiFMTIEEIVN3/FdECyNkxpJVOCOxt5njSOK+5Z5fT2pFy9zOsoon10gI6Qi85RFd2gGqojih7RM3pFb9aT9WK9Wx/T0YKV7+yiP7A+fwDgnJct</latexit> F
ra

ct
io

n
of

to
ta

l

<latexit sha1_base64="5mRb3Ds6vgYYEpS4ramz6EG5KDU=">AAACCXicbVDLTgIxFO3gC/GFunTTSExckRnja0l04xITXgkQ0ikXaOh0Ju0dIpmwdeOvuHGhMW79A3f+jR1goeBJmpycc0/be/xICoOu++1kVlbX1jeym7mt7Z3dvfz+Qc2EseZQ5aEMdcNnBqRQUEWBEhqRBhb4Eur+8Db16yPQRoSqguMI2gHrK9ETnKGVOnnaQnjApBIik1TD7F4q1AgMBqBw0skX3KI7BV0m3pwUyBzlTv6r1Q15nIa5ZMY0PTfCdsI0Ci5hkmvFBiLGh6wPTUsVC8C0k+kmE3pilS7thdoehXSq/k4kLDBmHPh2MmA4MIteKv7nNWPsXbcToaIYQfHZQ71YUgxpWgvtCg0c5dgSxrWwf6V8wDTjaMvL2RK8xZWXSe2s6F0WL+7PC6WbeR1ZckSOySnxyBUpkTtSJlXCySN5Jq/kzXlyXpx352M2mnHmmUPyB87nD8IMmwc=</latexit>

Total resource investment
<latexit sha1_base64="PA4Hg/zyqVpqYbElmyRN/Qqjos8=">AAACA3icbVDLSsNAFJ34rPUVdaebwSK4Kon4WhZFcFnBPqANZTKdtEMnkzhzI4ZQcOOvuHGhiFt/wp1/47TNQlsPXDiccy/33uPHgmtwnG9rbn5hcWm5sFJcXVvf2LS3tus6ShRlNRqJSDV9opngktWAg2DNWDES+oI1/MHlyG/cM6V5JG8hjZkXkp7kAacEjNSxd9vAHiC7uku44L7iSYirJI2CQA87dskpO2PgWeLmpIRyVDv2V7sb0SRkEqggWrdcJwYvIwo4FWxYbCeaxYQOSI+1DJUkZNrLxj8M8YFRujiIlCkJeKz+nshIqHUa+qYzJNDX095I/M9rJRCcexmXcQJM0smiIBEYIjwKBHe5YhREagihiptbMe0TRSiY2IomBHf65VlSPyq7p+WTm+NS5SKPo4D20D46RC46QxV0jaqohih6RM/oFb1ZT9aL9W59TFrnrHxmB/2B9fkD32KYUg==</latexit>

Equilibrium Payo↵s

<latexit sha1_base64="W1Xn5SQNZ+dLepEBbJzFPAzMJjI=">AAACA3icbVDLSgMxFM3UV62vUXe6CRbBVZkRX8uiILqrYB/QDiWT3mlDM5khyRTLUHDjr7hxoYhbf8Kdf2Om7UJbDwQO59x7c+/xY86UdpxvK7ewuLS8kl8trK1vbG7Z2zs1FSWSQpVGPJINnyjgTEBVM82hEUsgoc+h7vevMr8+AKlYJO71MAYvJF3BAkaJNlLb3mtpeNDprRiA0iEIja8loZk3attFp+SMgeeJOyVFNEWlbX+1OhFNsimUE6WarhNrLyVSM8phVGglCmJC+6QLTUMFCUF56fiGET40SgcHkTTPbDFWf3ekJFRqGPqmMiS6p2a9TPzPayY6uPBSJuJEg6CTj4KEYx3hLBDcYRKo5kNDCJXM7Ippj2QhmNgKJgR39uR5UjsuuWel07uTYvlyGkce7aMDdIRcdI7K6AZVUBVR9Iie0St6s56sF+vd+piU5qxpzy76A+vzB+QdmFU=</latexit>

Investment Fraction
<latexit sha1_base64="W1Xn5SQNZ+dLepEBbJzFPAzMJjI=">AAACA3icbVDLSgMxFM3UV62vUXe6CRbBVZkRX8uiILqrYB/QDiWT3mlDM5khyRTLUHDjr7hxoYhbf8Kdf2Om7UJbDwQO59x7c+/xY86UdpxvK7ewuLS8kl8trK1vbG7Z2zs1FSWSQpVGPJINnyjgTEBVM82hEUsgoc+h7vevMr8+AKlYJO71MAYvJF3BAkaJNlLb3mtpeNDprRiA0iEIja8loZk3attFp+SMgeeJOyVFNEWlbX+1OhFNsimUE6WarhNrLyVSM8phVGglCmJC+6QLTUMFCUF56fiGET40SgcHkTTPbDFWf3ekJFRqGPqmMiS6p2a9TPzPayY6uPBSJuJEg6CTj4KEYx3hLBDcYRKo5kNDCJXM7Ippj2QhmNgKJgR39uR5UjsuuWel07uTYvlyGkce7aMDdIRcdI7K6AZVUBVR9Iie0St6s56sF+vd+piU5qxpzy76A+vzB+QdmFU=</latexit>

Investment Fraction

<latexit sha1_base64="UIztsLLxEE2fIwHiGKcnZP6uo14=">AAAB+nicbVDLSsNAFL2pr1pfqS7dDBZBXJREfC2LblxWMG2hjWEynbRDJw9mJkqJ+RQ3LhRx65e482+ctF1o64GBwzn3cs8cP+FMKsv6NkpLyyura+X1ysbm1vaOWd1tyTgVhDok5rHo+FhSziLqKKY47SSC4tDntO2Prgu//UCFZHF0p8YJdUM8iFjACFZa8syq42W9EKshwTzr5Pn9sWfWrLo1AVok9ozUYIamZ371+jFJQxopwrGUXdtKlJthoRjhNK/0UkkTTEZ4QLuaRjik0s0m0XN0qJU+CmKhX6TQRP29keFQynHo68kipZz3CvE/r5uq4NLNWJSkikZkeihIOVIxKnpAfSYoUXysCSaC6ayIDLHAROm2KroEe/7Li6R1UrfP62e3p7XG1ayOMuzDARyBDRfQgBtoggMEHuEZXuHNeDJejHfjYzpaMmY7e/AHxucPZAKUGQ==</latexit>

U⇤
X

<latexit sha1_base64="EmHqrRumwYZU6qvShvne7xTplfw=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSKIi5KIr2XRjcsKpq20MUym03bo5MHMRCkxn+LGhSJu/RJ3/o2TNgttPTBwOOde7pnjx5xJZVnfxsLi0vLKammtvL6xubVtVnaaMkoEoQ6JeCTaPpaUs5A6iilO27GgOPA5bfmjq9xvPVAhWRTeqnFM3QAPQtZnBCsteWbF8dJugNWQYJ7eZdn9kWdWrZo1AZondkGqUKDhmV/dXkSSgIaKcCxlx7Zi5aZYKEY4zcrdRNIYkxEe0I6mIQ6odNNJ9AwdaKWH+pHQL1Roov7eSHEg5Tjw9WSeUs56ufif10lU/8JNWRgnioZkeqifcKQilPeAekxQovhYE0wE01kRGWKBidJtlXUJ9uyX50nzuGaf1U5vTqr1y6KOEuzBPhyCDedQh2togAMEHuEZXuHNeDJejHfjYzq6YBQ7u/AHxucPZYqUGg==</latexit>

U⇤
Y

<latexit sha1_base64="oc6JpxNtv+stWZkpZjcQjWY20tU=">AAAB+XicbVDLSsNAFJ34rPUVdelmsAjioiTia1l047KCfUAbw2Q6aYdOMmHmplhC/sSNC0Xc+ifu/BunbRbaeuDC4Zx7ufeeIBFcg+N8W0vLK6tr66WN8ubW9s6uvbff1DJVlDWoFFK1A6KZ4DFrAAfB2oliJAoEawXD24nfGjGluYwfYJwwLyL9mIecEjCSb9ttP+sCe4IMJOT546lvV5yqMwVeJG5BKqhA3be/uj1J04jFQAXRuuM6CXgZUcCpYHm5m2qWEDokfdYxNCYR0142vTzHx0bp4VAqUzHgqfp7IiOR1uMoMJ0RgYGe9ybif14nhfDay3icpMBiOlsUpgKDxJMYcI8rRkGMDSFUcXMrpgOiCAUTVtmE4M6/vEiaZ1X3snpxf16p3RRxlNAhOkInyEVXqIbuUB01EEUj9Ixe0ZuVWS/Wu/Uxa12yipkD9AfW5w8eCJP8</latexit>

X⇤
tot

<latexit sha1_base64="daMifI554+4TAWc6MDexwYToQsU=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0UQFyURX8uiG5cV7EPaGCbTaTt0MgkzN8US8iduXCji1j9x5984bbPQ1gMXDufcy733BLHgGhzn2yosLa+srhXXSxubW9s79u5eQ0eJoqxOIxGpVkA0E1yyOnAQrBUrRsJAsGYwvJn4zRFTmkfyHsYx80LSl7zHKQEj+bb94KcdYE+QQgRZ9nji22Wn4kyBF4mbkzLKUfPtr043oknIJFBBtG67TgxeShRwKlhW6iSaxYQOSZ+1DZUkZNpLp5dn+MgoXdyLlCkJeKr+nkhJqPU4DExnSGCg572J+J/XTqB35aVcxgkwSWeLeonAEOFJDLjLFaMgxoYQqri5FdMBUYSCCatkQnDnX14kjdOKe1E5vzsrV6/zOIroAB2iY+SiS1RFt6iG6oiiEXpGr+jNSq0X6936mLUWrHxmH/2B9fkDH5uT/Q==</latexit>

Y ⇤
tot

<latexit sha1_base64="TQ5rhivqgVoG8t8VCNkEaOnEn5k=">AAAB6nicbVDJSgNBEK1xjXGLevTSGATxEGbE7Rj04kWIaBZIxtDTqUma9PQM3T1CGPIJXjwo4tUv8ubf2FkOmvig4PFeFVX1gkRwbVz321lYXFpeWc2t5dc3Nre2Czu7NR2nimGVxSJWjYBqFFxi1XAjsJEopFEgsB70r0d+/QmV5rF8MIME/Yh2JQ85o8ZK97ePx+1C0S25Y5B54k1JEaaotAtfrU7M0gilYYJq3fTcxPgZVYYzgcN8K9WYUNanXWxaKmmE2s/Gpw7JoVU6JIyVLWnIWP09kdFI60EU2M6Imp6e9Ubif14zNeGln3GZpAYlmywKU0FMTEZ/kw5XyIwYWEKZ4vZWwnpUUWZsOnkbgjf78jypnZS889LZ3WmxfDWNIwf7cABH4MEFlOEGKlAFBl14hld4c4Tz4rw7H5PWBWc6swd/4Hz+AME+jXc=</latexit>

M⇤

<latexit sha1_base64="qYBM7NrOpd2EgzlxszCA4I1zCKU=">AAAB8nicbVDLSgNBEOz1GeMr6tHLYBDEQ9gVX8egF48RzAM2McxOZpMhszvLTK8QlnyGFw+KePVrvPk3TpI9aGJBQ1HVTXdXkEhh0HW/naXlldW19cJGcXNre2e3tLffMCrVjNeZkkq3Amq4FDGvo0DJW4nmNAokbwbD24nffOLaCBU/4CjhnYj2YxEKRtFKfjugOmuNu97jabdUdivuFGSReDkpQ45at/TV7imWRjxGJqkxvucm2MmoRsEkHxfbqeEJZUPa576lMY246WTTk8fk2Co9EiptK0YyVX9PZDQyZhQFtjOiODDz3kT8z/NTDK87mYiTFHnMZovCVBJUZPI/6QnNGcqRJZRpYW8lbEA1ZWhTKtoQvPmXF0njrOJdVi7uz8vVmzyOAhzCEZyAB1dQhTuoQR0YKHiGV3hz0Hlx3p2PWeuSk88cwB84nz/AQ5Dr</latexit>

X̄⇤
1

<latexit sha1_base64="wKGyiwumYSQTgtRTQKn3mLbs4Ko=">AAAB8nicbVDLSgNBEJyNrxhfUY9eBoMgHsJu8HUMevEYwTxgs4bZyWwyZHZmmekVwpLP8OJBEa9+jTf/xkmyB00saCiquunuChPBDbjut1NYWV1b3yhulra2d3b3yvsHLaNSTVmTKqF0JySGCS5ZEzgI1kk0I3EoWDsc3U799hPThiv5AOOEBTEZSB5xSsBKfjckOutMerXHs1654lbdGfAy8XJSQTkavfJXt69oGjMJVBBjfM9NIMiIBk4Fm5S6qWEJoSMyYL6lksTMBNns5Ak+sUofR0rbkoBn6u+JjMTGjOPQdsYEhmbRm4r/eX4K0XWQcZmkwCSdL4pSgUHh6f+4zzWjIMaWEKq5vRXTIdGEgk2pZEPwFl9eJq1a1busXtyfV+o3eRxFdISO0Sny0BWqozvUQE1EkULP6BW9OeC8OO/Ox7y14OQzh+gPnM8fwcmQ7A==</latexit>

X̄⇤
2

<latexit sha1_base64="REt3SjvQ61R6sL8iRvQ3bTOHI2M=">AAAB8nicbVDLSgNBEJyNrxhfUY9eBoMgHsKu72PQi8cI5gGbNcxOZpMhszPLTK8QlnyGFw+KePVrvPk3TpI9aGJBQ1HVTXdXmAhuwHW/ncLS8srqWnG9tLG5tb1T3t1rGpVqyhpUCaXbITFMcMkawEGwdqIZiUPBWuHwduK3npg2XMkHGCUsiElf8ohTAlbyOyHRWXvcPXs86ZYrbtWdAi8SLycVlKPeLX91eoqmMZNABTHG99wEgoxo4FSwcamTGpYQOiR95lsqScxMkE1PHuMjq/RwpLQtCXiq/p7ISGzMKA5tZ0xgYOa9ifif56cQXQcZl0kKTNLZoigVGBSe/I97XDMKYmQJoZrbWzEdEE0o2JRKNgRv/uVF0jytepfVi/vzSu0mj6OIDtAhOkYeukI1dIfqqIEoUugZvaI3B5wX5935mLUWnHxmH/2B8/kDw0+Q7Q==</latexit>

X̄⇤
3

<latexit sha1_base64="MxLDXbuofWu/m8oRz3+htJaBdso=">AAAB8nicbVDLSgNBEJz1GeMr6tHLYBDEQ9j1fQx68RjBPGSzhtnJbDJkdmaZ6RXCks/w4kERr36NN//GSbIHTSxoKKq66e4KE8ENuO63s7C4tLyyWlgrrm9sbm2XdnYbRqWasjpVQulWSAwTXLI6cBCslWhG4lCwZji4GfvNJ6YNV/IehgkLYtKTPOKUgJX8dkh09jDqnD4ed0plt+JOgOeJl5MyylHrlL7aXUXTmEmgghjje24CQUY0cCrYqNhODUsIHZAe8y2VJGYmyCYnj/ChVbo4UtqWBDxRf09kJDZmGIe2MybQN7PeWPzP81OIroKMyyQFJul0UZQKDAqP/8ddrhkFMbSEUM3trZj2iSYUbEpFG4I3+/I8aZxUvIvK+d1ZuXqdx1FA++gAHSEPXaIqukU1VEcUKfSMXtGbA86L8+58TFsXnHxmD/2B8/kDxNiQ7g==</latexit>

Ȳ ⇤
3

<latexit sha1_base64="M9pvEaYoESR6Jp8hUydIU/6Lawk=">AAAB8nicbVDLSgNBEJz1GeMr6tHLYBDEQ9gNvo5BLx4jmIds1jA7mU2GzM4sM71CWPIZXjwo4tWv8ebfOEn2oIkFDUVVN91dYSK4Adf9dpaWV1bX1gsbxc2t7Z3d0t5+06hUU9agSijdDolhgkvWAA6CtRPNSBwK1gqHNxO/9cS04UrewyhhQUz6kkecErCS3wmJzh7G3erjabdUdivuFHiReDkpoxz1bumr01M0jZkEKogxvucmEGREA6eCjYud1LCE0CHpM99SSWJmgmx68hgfW6WHI6VtScBT9fdERmJjRnFoO2MCAzPvTcT/PD+F6CrIuExSYJLOFkWpwKDw5H/c45pRECNLCNXc3orpgGhCwaZUtCF48y8vkma14l1Uzu/OyrXrPI4COkRH6AR56BLV0C2qowaiSKFn9IreHHBenHfnY9a65OQzB+gPnM8fw1KQ7Q==</latexit>

Ȳ ⇤
2

<latexit sha1_base64="FHxThm4oXO4ABL7jBDrAWfEPKJk=">AAAB8nicbVDLSgNBEJyNrxhfUY9eBoMgHsKu+DoGvXiMYB6yWcPsZDYZMjuzzPQKYclnePGgiFe/xpt/4yTZgyYWNBRV3XR3hYngBlz32yksLa+srhXXSxubW9s75d29plGppqxBlVC6HRLDBJesARwEayeakTgUrBUObyZ+64lpw5W8h1HCgpj0JY84JWAlvxMSnT2Mu97jSbdccavuFHiReDmpoBz1bvmr01M0jZkEKogxvucmEGREA6eCjUud1LCE0CHpM99SSWJmgmx68hgfWaWHI6VtScBT9fdERmJjRnFoO2MCAzPvTcT/PD+F6CrIuExSYJLOFkWpwKDw5H/c45pRECNLCNXc3orpgGhCwaZUsiF48y8vkuZp1buont+dVWrXeRxFdIAO0THy0CWqoVtURw1EkULP6BW9OeC8OO/Ox6y14OQz++gPnM8fwcyQ7A==</latexit>

Ȳ ⇤
1

<latexit sha1_base64="gc1PEgcXnYP4/1WYknX5yi8oBRY=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8cI5gHJEnons8mQ2dl1ZlYIS37CiwdFvPo73vwbJ8keNLGgoajqprsrSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVlDVoLGLVDlAzwSVrGG4EayeKYRQI1gpGt1O/9cSU5rF8MOOE+REOJA85RWOldneESYI9r1euuFV3BrJMvJxUIEe9V/7q9mOaRkwaKlDrjucmxs9QGU4Fm5S6qWYJ0hEOWMdSiRHTfja7d0JOrNInYaxsSUNm6u+JDCOtx1FgOyM0Q73oTcX/vE5qwms/4zJJDZN0vihMBTExmT5P+lwxasTYEqSK21sJHaJCamxEJRuCt/jyMmmeVb3L6sX9eaV2k8dRhCM4hlPw4ApqcAd1aAAFAc/wCm/Oo/PivDsf89aCk88cwh84nz/Cyo/N</latexit>1
<latexit sha1_base64="gc1PEgcXnYP4/1WYknX5yi8oBRY=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8cI5gHJEnons8mQ2dl1ZlYIS37CiwdFvPo73vwbJ8keNLGgoajqprsrSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVlDVoLGLVDlAzwSVrGG4EayeKYRQI1gpGt1O/9cSU5rF8MOOE+REOJA85RWOldneESYI9r1euuFV3BrJMvJxUIEe9V/7q9mOaRkwaKlDrjucmxs9QGU4Fm5S6qWYJ0hEOWMdSiRHTfja7d0JOrNInYaxsSUNm6u+JDCOtx1FgOyM0Q73oTcX/vE5qwms/4zJJDZN0vihMBTExmT5P+lwxasTYEqSK21sJHaJCamxEJRuCt/jyMmmeVb3L6sX9eaV2k8dRhCM4hlPw4ApqcAd1aAAFAc/wCm/Oo/PivDsf89aCk88cwh84nz/Cyo/N</latexit>1

<latexit sha1_base64="gc1PEgcXnYP4/1WYknX5yi8oBRY=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8cI5gHJEnons8mQ2dl1ZlYIS37CiwdFvPo73vwbJ8keNLGgoajqprsrSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVlDVoLGLVDlAzwSVrGG4EayeKYRQI1gpGt1O/9cSU5rF8MOOE+REOJA85RWOldneESYI9r1euuFV3BrJMvJxUIEe9V/7q9mOaRkwaKlDrjucmxs9QGU4Fm5S6qWYJ0hEOWMdSiRHTfja7d0JOrNInYaxsSUNm6u+JDCOtx1FgOyM0Q73oTcX/vE5qwms/4zJJDZN0vihMBTExmT5P+lwxasTYEqSK21sJHaJCamxEJRuCt/jyMmmeVb3L6sX9eaV2k8dRhCM4hlPw4ApqcAd1aAAFAc/wCm/Oo/PivDsf89aCk88cwh84nz/Cyo/N</latexit>1
<latexit sha1_base64="gc1PEgcXnYP4/1WYknX5yi8oBRY=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8cI5gHJEnons8mQ2dl1ZlYIS37CiwdFvPo73vwbJ8keNLGgoajqprsrSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVlDVoLGLVDlAzwSVrGG4EayeKYRQI1gpGt1O/9cSU5rF8MOOE+REOJA85RWOldneESYI9r1euuFV3BrJMvJxUIEe9V/7q9mOaRkwaKlDrjucmxs9QGU4Fm5S6qWYJ0hEOWMdSiRHTfja7d0JOrNInYaxsSUNm6u+JDCOtx1FgOyM0Q73oTcX/vE5qwms/4zJJDZN0vihMBTExmT5P+lwxasTYEqSK21sJHaJCamxEJRuCt/jyMmmeVb3L6sX9eaV2k8dRhCM4hlPw4ApqcAd1aAAFAc/wCm/Oo/PivDsf89aCk88cwh84nz/Cyo/N</latexit>1

Fig. 3: These plots illustrate the equilibrium properties of the ML-C
game established in Theorem 4.1 through a simulation example with
three resource types. We fix costs σ = (3, 2, 1.8) for player Y , and
vary the cost of only resource 1 for player X : σ = (κ1, 0.2, 0.3),
with κ1 ≥ 0 as the x-axis for all plots above. (Top Left) The players’
total resource investment in equilibrium, denoting X∗

tot =
∑3

t=1 X
∗
t

and Y ∗
tot =

∑3
t=1 Y

∗
t . Interestingly, player X does not change its

total resource investment X∗
tot for low costs, κ < 2.2. The dashed

line M∗ =
∑3

t=1 κtX
∗
t =

∑3
t=1 σtY

∗
t denotes the money spent

by each player, which is the same for both. (Top Right) Equilibrium
payoffs to both players. Increasing κ1 linearly increases the ratio
r =

∑
t∈T

κt
σt

, which determines the equilibrium payoff. In this
example r = 1 when κ1 = 2.2. (Bottom Left) Player Y’s investment
fractions in the three resource types. As resource 1 becomes more
expensive for player X , player Y takes advantage by investing
more into resource 1. Here, we denote Ȳ ∗

i = Y ∗
i /Y ∗

tot. (Bottom
Right) Player Y’s investment fractions in the three resource types.
These fractions remain constant since they only depend on the cost
parameters σ of player Y .

The fraction of each resource type relative to the total
resources purchased is also different among the players. For
player X , the fraction invested in type t is X∗

t

X∗
tot

= 1/σt∑
t′ 1/σt′

.
Interestingly, these fractions only depend on the cost param-
eters of Y , and do not depend on its own cost parameters
κ. For player Y , the fraction invested in type t is Y ∗

t

Y ∗
tot

=
κt/σ

2
t∑

t′ κt′/σ
2
t′

. These fractions depend on both cost parameters
κ,σ. A numerical case study that illustrates the equilibrium
resource investments is given in the plots of Figure 3.

To establish the proof of Theorem 4.1, we first approach the
problem of finding the equilibrium resource investments when
the players are given fixed use-it-or-lose-it monetary budgets
MX ,MY ≥ 0 to spend on resources. In this scenario, the
monetary budgets are viewed as sunk costs, so that player X
can choose any X for which

∑
t∈T κtXt = MX with the

objective of maximizing only π∗
WL(X,Y ). Similarly, player

Y can choose any Y for which
∑

t∈T σtYt = MY with
the objective of maximizing only π∗

BS(X,Y ). We denote this
constrained game as ML-M(MX ,MY ,κ,σ,WWL).

Lemma 4.1. With sunk costs MX ,MY , the equilibrium invest-
ments (X∗,Y ∗) in the game ML-M(MX ,MY ,κ,σ,WWL) are

given by

X∗
t =

MX
κt

κt/σt

r
, Y ∗

t =
MY
σt

κt/σt

r
, ∀t ∈ T . (24)

The equilibrium payoffs are

π∗
WL(X

∗,Y ∗) = L

(
MY
MX

r

)
π∗

BS(X
∗,Y ∗) = 1− L

(
MY
MX

r

)
.

(25)

The proof of this intermediate result is deferred to the
Appendix. Lemma 4.1 asserts that if any positive amount
of monetary investment is spent, then in an equilibrium, the
proportions of that investment that go towards each resource
type is given precisely by (24). The resulting payoffs are
then given in (25). This result allows us to view the strategic
decision-making in Stage 1 of ML-C(κ,σ,WWL) simply as a
monetary investment MX ,MY ≥ 0.

Thus, the problem of finding equilibria of
ML-C(κ,σ,WWL) can be re-cast as finding the equilibria of
the game associated with payoff functions

UX (MX ,MY) = L

(
MY
MX

r

)
−MX

UY(MX ,MY) = 1− L

(
MY
MX

r

)
−MY

(26)

and strategies MX ≥ 0, MY ≥ 0. We are now able to proceed
with the proof of Theorem 4.1.

Proof of Theorem 4.1. Our approach is to derive the best-
response curves for both players. For a fixed MX ≥ 0,

BRY(MX ) := max
MY

UY(MX ,MY) (27)

Omitting the algebraic steps, we can precisely characterize this
as

BRY(MX ) =


√

MX
2r , if MX < r/2

[0, 1
2 ], if MX = r/2

0, if MX > r/2

(28)

In a similar manner, we derive the best-response for player X
as

BRX (MY) =


√

MYr
2 , if MX < 1

2r

[0, 1
2 ], if MY = 1

2r

0, if MY > 1
2r

(29)

An equilibrium is any point (M∗
X ,M∗

Y) at which M∗
Y =

BRY(M∗
X ) and M∗

X = BRX (M∗
Y), i.e. where the two graphs

of BRY and BRX intersect. If r > 1, then BRX (MY)
intersects BRY(MX ) uniquely at the point ( 1

2r ,
1
2r ). If r ≥ 1,

then they intersect uniquely at the point ( r2 ,
r
2 ).

The full equilibrium investment profile (X∗,Y ∗) can then
be deduced using the result from Lemma 4.1.

■



7

V. THE WEIGHTED CONTRIBUTION WINNING RULE

In this section, we consider an alternate winning rule
that we refer to as a weighted contribution rule. Here, each
resource type is associated with an effectiveness weight a =
(a1, . . . , aT ) ∈ RT

≥0 for player X , and b = (b1, . . . , bT ) ∈ RT
≥0

for player Y . The winning rule for player X is

WWC(x,y) ≜ 1

{∑
t∈T

atxt ≥
∑
t∈T

btyt

}
. (30)

The weighted contribution winning rule WWC reflects the
heterogeneity of resources with respect to their relative ef-
fectiveness for winning a contest.

We state the full equilibrium characterization of the ML
game under the weighted contribution rule in the Proposition
below.

Proposition 5.1. Consider a Multi-resource General Lotto
game under the weighted contribution winning rule,
ML(X,Y ;WWC,v), with parameters {a, b}. The unique equi-
librium payoff to player X is

π∗
X = L(β(X,Y )), (31)

where β(X,Y ) ≜
∑T

t=1 btYt∑T
t=1 atXt

. The equilibrium payoff to
player Y is π∗

Y = 1 − π∗
X . An equilibrium strategy profile

(F ∗
X , F ∗

Y) ∈ F(X)×F(Y ) is given as follows. If β(X,Y ) ≤
1, then

F ∗
X ,c(u) = min

{
min

{
ut

2vcXt
, 1

}}
t∈T

F ∗
Y,c(u) = 1− 1

β
+

1

β
min

{
min

{
ut

2vcYtβ
, 1

}}
t∈T

(32)

If β(X,Y ) > 1, then

F ∗
X ,c(u) = 1− 1

β
+

1

β
min

{
min

{
ut

2vcXtβ
, 1

}}
t∈T

F ∗
Y,c(u) = min

{
min

{
ut

2vcYt
, 1

}}
t∈T

. (33)

Unlike the weakest-link formulation, player X can attain
a non-zero payoff by only possessing a single resource type.
The above result is comparable to the classic, single-resource
General Lotto game where the “effective total budgets” are
given by the linear combinations X =

∑T
t=1 atXt and

Y =
∑T

t=1 btYt. Indeed, observe that the equilibrium payoffs
coincide with that of the classic single-resource game L(Y/X)
(Theorem 2.1) using the effective total budgets X,Y .

We omit a full proof of this result since it largely follows
the same techniques that we develop to establish the proof of
Theorem 3.1 in Section VI. In particular, one can establish
the proof using the same sequence of Lemmas stated in
Section VI. The main difference is that instead of applying
the CDF PY [yc,t ≤ xc,t,∀t] in the calculations of expected
utility (i.e. starting in Lemma 6.2, (40)), we apply the CDF
PY [
∑

t∈T btyc,t ≤ ∑
t∈T atxc,t] that corresponds to the

winning rule WWC.

VI. EQUILIBRIUM ANALYSIS AND DERIVATIONS

In this section, we establish the proofs for the main result
(Theorem 3.1) regarding equilibrium characterizations of the
Multi-resource game, ML(X,Y ;WWL,v) under the weakest-
link/best-shot winning rules. Below, we describe a rough
outline of the technical approach we take to prove Theorem
3.1.
• We propose and define two classes of randomized allocation

strategies, FWL for the player with weakest-link rule (X ),
and FBS for the player with the best-shot rule (Y). They are
given in Definitions 2 and 3, and are strict subsets of the
strategy set F (3).

• In Lemmas 6.2 and 6.3, we establish the smallest upper-
bound that player Y can impose on the payoff of player X
using strategies from FBS.

• In Lemmas 6.4 and 6.5, we establish the largest lower-bound
that player X can ensure on its own payoff using strategies
from FWL.

• We find that both the upper and lower bounds coincide
in value. Because ML(X,Y ;WWL,v) is a two-player
constant-sum game, this establishes an equlibrium strategy
profile.
We begin by observing that one can write the expected

payoff from (14) in terms of marginal distributions of the
players’ strategies.

Lemma 6.1. Consider a Multi-resource Lotto game
ML(X,Y ;W,v). Then for any strategy profile (FX , FY) ∈
F(X)× F(Y ),

πX (FX , FY) =
∑
c∈C

vc · Exc∼FX ,c

yc∼FY,c

[W (xc,yc)] . (34)

where for any uc ∈ RT
≥0, the c-marginal distribution FX ,c is

given by

FX ,c(uc) ≜ P[xc,t ≤ uc,t, ∀t ∈ T ]

= lim
ud→∞T ,∀d̸=c

FX ((ud)d∈C)
(35)

Similar definitions apply for FY,c.

Each expectation term in (34) is equivalent to an expectation
with respect to the T -variate marginal distributions for each
contest c ∈ C. Therefore, any full strategy FX ∈ F(X) can
be specified in terms of its c-marginals, {FX ,c}c∈C .

A. Proposed strategies for weakest-link formulation

Let us consider the multi-resource game corresponding to
the weakest-link winning rule, ML(X,Y ;WWL,v). For player
X , who has the weakest-link rule, we propose a particular class
of strategies defined below.

Definition 2. We define the class of strategies FWL(X) ⊂
F(X) as follows. Any F̂X ∈ FWL(X) has c-marginals that
can be written in the form

F̂X ,c(u) = 1− δX + δX ·min

{
min

{
δX

2vcXt
· ut, 1

}}
t∈T

.

(36)
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for all c ∈ C, u ∈ RT
≥0. Here, the number δX ∈ [0, 1]

parameterizes this class of strategies.

The strategy (36) can intuitively be described as follows. To
draw a random allocation xc ∈ RT

≥0 from F̂X ,c,

1) With probability 1 − δX : allocate zero resources, i.e.
xc,t = 0 for all t ∈ T .

2) With probability δX : Draw a random U ∼ Unif[0, 1].
Then, allocate xc,t =

2vcXt

δX
· U for each t ∈ T .

The strategy F̂X ,c either allocates zero resources of all types
to contest c, or allocates a positive amount of every resource
type. This strategy allocates Exc∼FX ,c

[xc,t] = vcXt resources
of type t to contest c in expectation, and thus it is budget-
feasible.

For player Y , who has the best-shot rule, we propose a
particular class of strategies defined below.

Definition 3. We define the class of strategies FBS(Y ) ⊂ F(Y )
as follows. Any F̂X ∈ FBS(Y ) has c-marginals that can be
written in the form

F̂Y,c(u) = 1− δY + δY
∑
t∈T

pt ·min

{
δYpt
2vcYt

· ut, 1

}
. (37)

for all c ∈ C, u ∈ RT
≥0. Here, the number δY ∈ [0, 1] and

probability vector p = (pt)t∈T parameterize this class of
strategies.

The strategy (37) can intuitively be described as follows. To
draw a random allocation yc ∈ RT

≥0 from F̂Y,c,

1) With probability 1−δY : allocate zero resources, i.e. yc,t =
0 for all t ∈ T .

2) With probability δY : Select a type t ∈ T with probability
pt. Draw a random U ∼ Unif[0, 1]. Then allocate yc,t =
2Ytvc
δXpt

· U and allocate yc,t′ = 0 for all t′ ̸= t.

The strategy F̂Y,c either allocates zero resources of all types
to contest c, or allocates a positive amount of a single type
of resource. This strategy allocates Eyc∼F̂Y,c

[yc,t] = vcYt

resources of type t to contest c in expectation, and thus it
is budget-feasible.

B. Proof of Theorem 3.1

We provide a series of Lemmas in order to establish The-
orem 3.1. The following Lemma establishes an upper bound
on player X when player Y uses any F̂Y ∈ FBS(Y ).

Lemma 6.2. Consider ML(X,Y ;WWL,v). Suppose F̂Y ∈
FBS(Y ) is a strategy of the form (37). Then it holds that for
any FX ∈ F(X),

πX (FX , F̂Y) ≤ UB(δY ,p) (38)

where δY ∈ [0, 1] and p ∈ ∆(T ) are the parameters of F̂Y ,
and

UB(δY ,p) ≜ 1− δY +
δ2Y
2

·
(∑

t∈T
p2t

Xt

Yt

)
. (39)

Proof. For any FX ∈ F(X), we have that the payoff in contest
c is

πX ,c(FX ,c, F̂Y,c) := EFX ,c,F̂Y,c

[
1{xc,t≥yc,t,∀t∈T }

]
= EFX ,c

[
F̂Y,c(x)

]
= 1− δY + δY

∑
t∈T

pt · EFX ,c

[
min

{
δYpt
2vcYt

· xc,t, 1

}]
≤ 1− δY + δY

∑
t∈T

pt · EFX ,c

[
δYpt
2vcYt

· xc,t

]

= 1− δY +
δ2Y
2

·
(∑

t∈T
p2t

Xc,t

vcYt

)
(40)

Here, Xc,t := EFX ,c
[xc,t]. The inequality is due to the fact

that min{n1, n2} ≤ n1 for any two numbers n1, n2. The total
payoff can then be written

πX (FX , F̂Y) =
∑
c∈C

vc · πX ,c(FX ,c, F̂Y,c)

≤ 1− δY +
δ2Y
2

∑
c∈C

vc

(∑
t∈T

p2t
Xc,t

vcYt

)

= 1− δY +
δ2Y
2

∑
t∈T

p2t
1

Yt

∑
c∈C

Xc,t

≤ 1− δY +
δ2Y
2

∑
t∈T

p2t
Xt

Yt
.

(41)

The last inequality follows from (13). ■

The next Lemma provides the smallest upper bound that
player Y can impose by using strategies F̂Y of the form (37).

Lemma 6.3. Consider ML(X,Y ;WWL,v). Then,

min
δY∈[0,1]
p∈∆(T )

UB(δY ,p) = L(α(X,Y )). (42)

The strategy F ∗
Y ∈ F(Y ) that imposes the bound upper bound

L(α(X,Y )) is given as follows. If α(X,Y ) ≤ 1, then

F ∗
Y,c(u) = 1− α(X,Y )

+ α(X,Y )
∑
t∈T

Yt/Xt

α(X,Y )
·min

{
ut

2vcXt
, 1

}
.

(43)
for any c ∈ C and u ∈ RT

≥0. If α(X,Y ) > 1, then

F ∗
Y,c(u) =

∑
t∈T

Yt/Xt

α(X,Y )
·min

{
ut

2vcXtα(X,Y )
, 1

}
. (44)

for any c ∈ C and u ∈ RT
≥0.

Proof. The optimization problem on the left-hand side of (42)
can be sequenced as

UB∗ = min
p∈∆(T )

min
δY∈[0,1]

UB(δY ,p). (45)

Observing that UB(δY ,p) is a convex quadratic function in
δY ∈ [0, 1], the minimizing δ∗Y for the inner minimization
must satisfy

δ∗Y = min

{
1

g(p)
, 1

}
(46)
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for any fixed p, where g(p) :=
∑

t∈T p2t
Xt

Yt
. Then, the

optimization problem can be written as

min
p∈∆(T )

UB(δ∗Y ,p) =

min
p∈∆(T )

(
1−min

{
1

g(p)
, 1

}
+

1

2
min

{
1

g(p)
, 1

}2

g(p)

)
(47)

We now observe that g(p) is a convex function on p ∈ ∆(T ),
and attains its minimum at the point p∗ whose entries are

p∗t =
Yt/Xt

α
, t ∈ T , (48)

where α =
∑

t′∈T
Yt′
Xt′

as defined in Theorem 3.1. We then
have g(p∗) = 1/α.
Case 1: α ≤ 1. It holds that g(p∗) ≥ 1, and thus g(p) ≥ 1
for all p ∈ ∆(T ). The optimization problem (47) is

min
p∈∆(T )

UB(δ∗Y ,p) = min
p∈∆(T )

(
1− 1

2g(p)

)
(49)

The minimizer is identical to the minimizer of g(p), which is
just p∗. Therefore, we have U∗

X = 1− α
2 , with δ∗Y = α.

Case 2: α > 1. It holds that g(p∗) < 1. We can write (47) as

min
p∈∆(T )

UB(δ∗Y ,p) =

{
g(p)
2 , if g(p) < 1

1− 1
2g(p) , if g(p) ≥ 1

(50)

Observe that p∗ is the minimizer in the region g(p) < 1. We
can further deduce that p∗ also minimizes UB(δ∗Y ,p) over the
entire simplex ∆(T ), since UB(δ∗Y ,p) ≥ 1

2 ≥ g(p∗)
2 for any

p ∈ ∆(T ) such that g(p) ≥ 1. Thus, we have UB∗ = 1
2α ,

with δ∗Y = 1.
We then obtain UB∗ = L(α(X,Y )), and the form of the

strategy F ∗
Y follows from (37).

■

We note that the smallest upper bound from Lemma 6.2
coincides with the reported equilibrium payoff in Theorem
3.1. Our next Lemma establishes lower bounds.

Lemma 6.4. Consider ML(X,Y ;WWL,v). Suppose F̂X ∈
F(X) is a strategy of the form (36). Then it holds that for
any FY ∈ F(Y ),

πX (F̂X , FY) ≥ LB(δX ) (51)

where δX ∈ [0, 1] is the parameter of F̂X , and

LB(δX ) ≜ δX

(
1− δX

2
α(X,Y )

)
(52)

Proof. Suppose X utilizes a strategy F̂X of the form (36). For
any FY ∈ F(Y ), the payoff to Y in contest c is

πY,c(F̂X ,c, FY,c) := 1− EF̂X ,c,FY,c

[
1{xc,t≥yc,t, for all t∈T }

]
= 1− EF̂Y,c

[
PF̂X ,c

(xc,t ≥ yc,t, for all t ∈ T )
]

= 1− EF̂Y,c

1− ∑
S⊆T ,|S|≥1

(−1)|S|+1F̂X ,c,S(yc)


(53)

The equality above is due to the Inclusion-Exclusion principle,
and FX ,c,S(yc) = limyc,d→∞,∀d/∈S

F̂X ,c,S(yc) := lim
yc,d→∞,∀d/∈S

F̂X ,c(yc) (54)

is the marginal distribution of F̂X ,c with respect to variables
S ⊆ T . Denoting mX ,c,t(yt) := min

{
δX

2vcXt
· yt, 1

}
, we can

write from (36):

F̂X ,c,S(yc) = (1− δX ) + δX min {mX ,c,t(yt)}t∈S (55)

Continuing, we have

πY,c(F̂X ,c, FY,c)

= 1− EF̂Y,c

1− (1− δX )
∑

S⊆T ,|S|≥1

(−1)|S|+1

−δX
∑

S⊆T ,|S|≥1

(−1)|S|+1 min {mX ,c,t(yt)}t∈S


= EF̂Y,c

[(1− δX )

+δX
∑

S⊆T ,|S|≥1

(−1)|S|+1 min {mX ,c,t(yt)}t∈S


= EF̂Y,c

[
(1− δX ) + δX max {mX ,c,t(yt)}t∈T

]
≤ EF̂Y,c

[
(1− δX ) + δX

∑
t∈T

mX ,c,t(yt)

]

(56)

The second equality is due to the Binomial Theorem:∑T
k=1

(
T
k

)
(−1)k+1 = 1. The third equality follows from

the technical result Lemma A.1 found in the Appendix.
The inequality in the last line above follows from the fact
that maxt{nt} ≤ ∑

t nt for any collection of numbers nt.
Moreover, since mX ,c,t(yt) ≤ δX

2vcXt
yt, we can write

πY,c(F̂X ,c, FY,c) ≤ EF̂Y,c

[
(1− δX ) +

δ2X
2

∑
t∈T

yt
vcXt

]

= (1− δX ) +
δ2X
2

∑
t∈T

EF̂Y,c
[yc,t]

vcXt

≤ (1− δX ) +
δ2X
2

∑
t∈T

Yt

Xt

(57)

The final inequality follows from FY ∈ F(Y ) (13). Summing
over all contests to get the total payoff πY(F̂X , FY) =∑

c∈C vc · πY,c(F̂X ,c, FY,c), we obtain the bound

πY(F̂X , FY) ≤ (1− δX ) +
δ2X
2

∑
t∈T

Yt

Xt
, (58)

as the contest values are normalized. We can equivalently
express this as a lower bound on player X ’s payoff,

πX (F̂X , FY) ≥ δX

(
1− δX

2

∑
t∈T

Yt

Xt

)
. (59)

■
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The next Lemma provides the greatest lower bound that
player X can ensure by using strategies F̂X of the form (36).

Lemma 6.5. Consider ML(X,Y ;WWL,v). Then,

max
δX∈[0,1]

LB(δX ) = L(α(X,Y )). (60)

The strategy F ∗
X ∈ F(X) that ensures the payoff L(α(X,Y ))

is given as follows. If α(X,Y ) ≤ 1, then

F ∗
X ,c(u) = min

{
min

{
ut

2vcXt
, 1

}}
t∈T

(61)

for any c ∈ C and u ∈ RT
≥0. If α(X,Y ) > 1, then

F ∗
X ,c(u) = 1− 1

α(X,Y )

+
1

α(X,Y )
·min

{
min

{
ut

2vcXtα(X,Y )
, 1

}}
t∈T
(62)

for any c ∈ C and u ∈ RT
≥0.

Proof. The maximum lower bound attainable through the
choice of δX is determined by solving the optimization prob-
lem

LB∗ = max
δX∈[0,1]

LB(δX ), (63)

which has the solution

δ∗X = min

{
1

α
, 1

}
. (64)

We then obtain LB∗ = L(α(X,Y )), and the form of the
strategy F ∗

X follows from (36). ■

We are now ready to establish the main result, Theorem 3.1.

Proof of Theorem 3.1. From Lemmas 6.3 and 6.5, we obtain

πX (FX , F ∗
Y) ≤ L(α) ≤ πX (F ∗

X , FY) (65)

for all FX ∈ F(X) and FY ∈ F(Y ). They also imply that
πX (F ∗

X , F ∗
Y) = L(α). Thus, the strategy profile (F ∗

X , F ∗
Y) is

an equilibrium (Definition 1). ■

VII. CONCLUSION

The allocation of heterogeneous resources is increasingly
becoming a significant aspect for system planners to consider,
given the complexity and diversity of objectives that need
to be accomplished. In this manuscript, we considered the
allocation of multiple and heterogeneous resource types for
a strategic adversarial setting known as General Lotto games.
We extended the classic and pre-dominantly single-resource
General Lotto games considered in the literature to scenarios
where players allocate multiple types of resources. Here, the
specification of winning rules for each individual contest is the
novel modeling consideration in our framework. We derived
equilibrium characterizations in the cases where the winning
rules are based on weakest-link objectives, and when they
are based on a weighted linear combination of the allocated
resource types. We then analyzed how investment decisions
should be made when it is costly to utilize each resource type.
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APPENDIX

A. Technical Result for Theorem 3.1

The following result is utilized in the proof of Theorem 3.1,
specifically in Lemma 6.4.

Lemma A.1. Suppose (zt)t∈T ∈ RT
≥0 is a vector of non-

negative numbers, where we denote T = |T |. Then,∑
S⊆T ,|S|>0

(−1)|S|+1 min
t∈S

zt = max
t∈T

zt.

Proof. We prove the lemma by induction on T , the size of
the index set T . The case T = 1 trivially holds. Therefore,
suppose that the statement is correct for arbitrary T . We want
to prove that it is correct for T + 1. Let m = min{zT , zT+1}
and M = max{zT , zT+1}. We have∑

S⊆[T+1]

(−1)|S|+1 min
t∈S

zt =
∑

S⊆[T+1]
m∈S,M ̸∈S

(−1)|S|+1 min
t∈S

zt

+
∑

S⊆[T+1]
m ̸∈S,M∈S

(−1)|S|+1 min
t∈S

zt

+
∑

S⊆[T+1]
m∈S,M∈S

(−1)|S|+1 min
t∈S

zt.

Note that for every S ⊆ [T +1] such that m ∈ S,M ̸∈ S, we
have the set S ∪ {M} ⊆ [T +1]. Also, for every S ⊆ [T +1]

such that m ∈ S,M ∈ S, we have the set S \{M} ⊆ [T +1].
Therefore, since

(−1)|S|+1 min
t∈S

zt + (−1)|S|+2 min
t∈S∪{M}

zt = 0

where m ∈ S,M ̸∈ S, we have∑
S⊆[T+1]
m∈S,M ̸∈S

(−1)|S|+1 min
t∈S

zt

+
∑

S⊆[T+1]
m∈S,M∈S

(−1)|S|+1 min
t∈S

zt = 0.

Thus, we obtain∑
S⊆[T+1]

(−1)|S|+1 min
t∈S

zt =
∑

S⊆[T+1]
m ̸∈S,M∈S

(−1)|S|+1 min
t∈S

zt

=
∑

S⊆[T+1]\{m}
(−1)|S|+1 min

t∈S
zt

= max{z1, . . . , zT−1,M}
= max

t∈[T+1]
zt,

where the third equality follows from the induction assumption
on sets of size T . ■

B. Proof of Lemma 4.1

Consider the game ML-M(MX ,MY ,κ,σ,WWL). The best-
response problem for player X is

max
X

L(α(X,Y )) s.t.

{ ∑
t∈T κtXt ≤ MX

Xt ≥ 0, ∀t ∈ T (66)

with Y fixed. The necessary condition is

L′(α(X,Y )) ·
(

Yt

X2
t

)
+ λκt − λt = 0, ∀t ∈ T . (67)

where λ ≥ 0 is the multiplier associated with the monetary
budget constraint, and λt is the multiplier associated with
the constraint −Xt ≤ 0. We first observe that any optimal
response must have Xt > 0, for otherwise the payoff is zero.
Moreover, the payoff is strictly increasing in Xt for any t ∈ T ,
so an optimal response must utilize the entire monetary budget
MX . Thus, λt = 0 for all t ∈ T and λ > 0. We then get

Xt =

√
−L′(α(X,Y ))Yt

λ · κt
(68)

We can then write the budget constraint as MX =√
−L′(α(X,Y ))

λ

∑
t∈T

√
Yt

κt
. The multiplier is evaluated to be

λ =
−L′(α(X,Y ))

M2
X

∑
t∈T

√
Yt

κt
. (69)

Using this expression, the optimal allocation can then be
calculated to be

X∗
t =

MX
κt

√
κtYt∑

s∈T
√
κsYs

. (70)
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To find the equilibrium, we can now consider the best-
response problem for player Y as

min
Y

L(α(X∗,Y )) s.t.

{ ∑
t∈T σtYt ≤ MY

Yt ≥ 0, ∀t ∈ T . (71)

where X∗ is given in (70). The necessary condition is

L′(α(X∗,Y )) ·
(

1

X∗
t

)
+ λσt − λt = 0, ∀t ∈ T . (72)

Using a change of variable Zt :=
√
κtYt, we obtain

Zt =
−L′(α(X∗,Y ))

MXλ

κt

σt

∑
s∈T

Zs (73)

The budget constraint requires
∑

t∈T σt
Z2

t

κt
= MY . Using the

expression (73), we can evaluate the multiplier to be

λ =
−L′(α(X∗,Y ))

MX
√
MY

(∑
s∈T

Zs

)
√
r (74)

where r =
∑

s∈T
κs

σs
. We then obtain

Zt =

√
MY
r

· κt

σt
. (75)

The optimal allocation Y ∗
t is recovered via

Y ∗
t =

Z2
t

κt
=

MY
σt

κt/σt

r
. (76)

The optimal allocation of player X can then be written as

X∗
t =

MX
κt

κt/σt

r
. (77)
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