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Abstract—User authentication is essential to ensure secure ac-
cess to computer systems, yet traditional methods face limitations
in usability, cost, and security. Mouse dynamics authentication,
based on the analysis of users’ natural interaction behaviors
with mouse devices, offers a cost-effective, non-intrusive, and
adaptable solution. However, challenges remain in determining
the optimal data volume, balancing accuracy and practicality, and
effectively capturing temporal behavioral patterns. In this study,
we propose a statistical method using Gaussian kernel density es-
timate (KDE) and Kullback-Leibler (KL) divergence to estimate
the sufficient data volume for training authentication models.
We introduce the Mouse Authentication Unit (MAU), leveraging
Approximate Entropy (ApEn) to optimize segment length for
efficient and accurate behavioral representation. Furthermore,
we design the Local-Time Mouse Authentication (LT-AMouse)
framework, integrating 1D-ResNet for local feature extraction
and GRU for modeling long-term temporal dependencies. Taking
the Balabit and DFL datasets as examples, we significantly
reduced the data scale, particularly by a factor of 10 for the DFL
dataset, greatly alleviating the training burden. Additionally, we
determined the optimal input recognition unit length for the user
authentication system on different datasets based on the slope
of Approximate Entropy. Training with imbalanced samples, our
model achieved a successful defense AUC 98.52% for blind attack
on the DFL dataset and 94.65% on the Balabit dataset, surpassing
the current sota performance.

Index Terms—User Authentication, Pattern Recognition

I. INTRODUCTION

User authentication is essential to ensure secure access to
computer systems and prevent unauthorized usage [1]. Tra-
ditional authentication methods, such as passwords, auxiliary
devices, and biometric recognition, have several limitations.
Passwords are susceptible to being guessed, forgotten, or
reused across multiple accounts, leading to security vulnera-
bilities [2]. Auxiliary devices, such as security tokens, can be
costly, prone to loss or theft, and add complexity to the user
experience. Biometric recognition, such as facial recognition,
while more secure, faces challenges such as being tricked
by photos or fake videos, high costs, privacy concerns, and
varying accuracy due to environmental factors and user appear-
ance changes. In contrast, mouse dynamics, which involves

analyzing user behavior through mouse movement patterns,
offers a promising alternative. As a means of secondary
auxiliary authentication, mouse dynamics authentication is
difficult to replicate, protects user privacy, and does not require
additional hardware, making it a cost-effective, non-intrusive,
and highly adaptable solution. The collection of mouse dynam-
ics data is imperceptible to users and does not disrupt their
normal operations or user experience [3]. Using the natural
interactive behaviors of users, this approach eliminates the
need for additional user actions. Consequently, it improves
the convenience and fluency of the user experience while
simultaneously ensuring system security.

Using computers or other devices equipped with touchpads
or mouse input systems, we define authorized users of these
devices as legitimate users, while all other individuals are
considered unauthorized users. To achieve mouse-dynamics-
based authentication, researchers worldwide have invested
significant effort and resources into collecting data sets related
to mouse dynamics [39], in order to identify user behav-
ior patterns and design user authentication systems. Mouse
dynamics datasets typically record behavioral data in time
series when users interact with mouse devices. The datasets
include cursor positions, kinematic features such as speed
and acceleration, and event data such as single-click actions,
double-click actions, and scroll wheel events. Given these
datasets, existing research has proposed various methods for
identifying unauthorized users based on mouse dynamics [9]–
[12], [19], [21]–[26], [40], [41],. These methods generally
involve two steps: first, extracting hand-crafted features from
mouse dynamic sequences; second, applying machine learning
or deep learning techniques to classify these features for user
authentication.

However, existing mouse dynamics-based behavioral au-
thentication systems face the following key challenges:

(i) Determining the appropriate amount of data for effective
user authentication remains unresolved. Similar questions have
been explored in other fields [43]–[45], but not in mouse
dynamics authentication. To address this, we propose a method
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for estimating the required dataset size, avoiding issues of
insufficient or excessive data, and providing guidance for
experiment design.

(ii) The length of data segments significantly affects recog-
nition accuracy and real-time performance. Short segments
(1–2 seconds) improve responsiveness but lack sufficient be-
havioral information, reducing accuracy. Longer segments (30
seconds or more) capture richer features but are impractical in
scenarios requiring real-time performance.

(iii) Mouse dynamics data includes dimensions like time,
speed, acceleration, and direction, often noisy and redundant.
Traditional models, such as SVMs and Decision Trees, rely
on manually extracted features, which are limited to basic
statistics and fail to capture complex behavioral patterns.

As shown in Figure 1, in this study, we employ statistical
methods to address the data volume required for mouse
user behavior authentication, aiming to achieve a balance
between accuracy and practicality. We propose Local-Time
Mouse Authentication (LT-MAuthen), a mouse user verifi-
cation framework that integrates both local and long-term
temporal information.

To construct a user authentication model based on mouse
dynamics, we discuss and analyze the raw data content,
collection environments, and dataset sizes of different types of
mouse dynamics datasets. To ensure adaptability across vari-
ous devices, reduce model parameter complexity, and enhance
inference speed, we compute mouse movement velocity as an
input variable for the user authentication system. Furthermore,
we propose a general statistical method to determine the
appropriate total data volume for modeling user mouse behav-
ior. This method utilizes Gaussian Kernel Density Estimation
(KDE) and evaluates the similarity between two density func-
tions with different data volumes using the Kullback–Leibler
(KL) divergence. If adding more data results in only minimal
changes to the density function—indicated by a KL divergence
below a predefined threshold, it suggests that the additional
data contributes no new information, and the current data
volume is deemed sufficient.

In practical model training and system deployment, the col-
lected mouse dynamics data must be segmented into multiple
short sequences, which serve as inputs for user authentication.
We define a Mouse Authentication Unit (MAU) as a smaller,
independent temporal sequence segment extracted from con-
tinuous mouse trajectory data. Each MAU represents an an-
alyzable behavioral fragment containing sufficient dynamic
information to support feature extraction and pattern recog-
nition for user identity verification. To ensure that each MAU
encapsulates adequate information without being excessively
long—thus compromising system efficiency—we introduce
the concept of Approximate Entropy (ApEn) to measure the
information content of authentication units. As the length
of the MAU increases, approximate entropy decreases while
the information content rises, enhancing the discriminability
of user behavior. This approach enables a flexible trade-
off between authentication speed and recognition accuracy,
dynamically determining the optimal MAU length to meet

system performance requirements across various application
scenarios.

Additionally, to effectively integrate both local and global
features of mouse movement sequences, we design a two-
step scheme called Local-Time Mouse Authentication. In the
first step, a 1D-ResNet is employed to analyze the local
features of mouse velocity sequences. In the second step, the
trained blocks of the 1D-ResNet are transferred and combined
with a GRU (Gated Recurrent Unit) to capture the temporal
characteristics within mouse velocity sequences.

Our main contributions are shown in below:
1) We propose a statistical method using KDE and KL

divergence to determine the optimal data volume for
mouse dynamics authentication model training.

2) We introduce the Mouse Authentication Unit (MAU)
with Approximate Entropy (ApEn) to balance authen-
tication accuracy and efficiency.

3) We design the LTMouseAuthen framework, combining
1D-ResNet for local feature extraction and GRU for
temporal pattern modeling.

The remainder of this paper is organized as follows: Section
2 reviews related work in biometric authentication and mouse
dynamics. Section 3 presents our analysis of mouse dynamic
data. Sections 4 and 5 detail our methods for determining ap-
propriate data volume and MAU length, respectively. Section 6
describes the proposed LTMouseAuthen framework. Section 7
presents comprehensive experimental results and comparisons.
Section 8 discusses limitations and future directions, followed
by conclusions in Section 9.

II. RELATED WORK

Biometric-based User Authentication Biometric features
like keystroke dynamics, mouse movements, and user-system
interactions [51] have been widely used for user authentica-
tion. Early work, such as typing patterns [52], dates back to
the 1990s. With the growth of large datasets, machine learning
methods have enhanced biometric identification. Bailey [15]
used a GUI to collect keystroke and mouse dynamics data,
applying deep learning for identity verification. Meng [16] pro-
posed touch gesture-based authentication on mobile devices,
using dynamic training to adapt to data variations. Buriro [17]
combined micro-movements, touch strokes, and facial features
with random forests and MLPs for classification.

Other biometrics, such as fingerprint recognition [59] and
voice biometrics [60], also offer reliable authentication. Recent
studies combine these with behavioral features, like keystroke
dynamics and facial recognition, to improve robustness [61].

User Authentication on Mouse Dynamics Ahmed et
al. [24] first applied machine learning to mouse dynamics,
achieving a FAR of 2.46% and FRR of 2.46%. Shen et al.
[41], [49] used PCA and stream learning to address behavior
interference, while Xu et al. [50] applied random forests
to reduce overfitting. More recent approaches, such as [25],
categorize users into groups to reduce authentication time, and
[26] used CNNs for deeper feature extraction. Penny et al.
[10] combined CNNs and RNNs for enhanced feature capture.



Fig. 1: Structure of the Paper

TABLE I: MAJOR MOUSE DYNAMICS DATASETS

Dataset Name Time Content User Amount Environment

Mouse-Behavior Data for
Continuous Authentication [49] 2012 Timestamp, Click, State, ID, X and Y 28 Experiment Collection Software

Balabit [39] 2016 Timestamp, Click, State, X and Y 10 Daily Usage
DFL [40] 2018 Timestamp, Click, State, X and Y 21 Experiment Collection Software

Minecraft-Mouse-Dynamic-
Dataset [22] 2022 Timestamp, Click, Scroll, State, ID, X and Y 10 Daily Usage

Margit et al. [12] released the SapiMouse dataset, and Siddiqui
et al. [22] introduced a dataset from Minecraft to avoid
dataset homogeneity. However, challenges remain, including
the complexity of multidimensional data, non-standardized
sequence lengths, and the need for better feature extraction
methods.

III. ANALYSIS OF MOUSE DYNAMIC DATA

Mouse dynamics datasets shown in Table I are widely
utilized in behavioral biometric authentication as well as in
cognitive and psychological research, which are primarily
collected from two distinct environments:

1) Daily usage environments
2) Controlled laboratory environments, with standardized

mouse task software

Compared to laboratory environments, collecting mouse or
touchpad usage data from daily usage environments can more
accurately reflect the natural characteristics of user behavior.
However, this approach is more costly and time-consuming.
As shown in Figure2 and Figure 3, datasets collected from
users’ daily usage environments, such as the Balabit dataset,
are significantly smaller than those obtained from laboratory
environments, such as the DFL dataset. To avoid issues
of insufficient datasets failing to adequately represent data
characteristics, or excessive data leading to wasted time and
resources, determining a reasonable data volume is essential.

Due to differences in application scenarios and data collec-
tion methods, the mouse dynamics datasets presented in the
Table I have varying feature contents, particularly in the State



Fig. 2: Amount of Individual User Mouse Behavior in the
Balabit Dataset

Fig. 3: Amount of Individual User Mouse Behavior in the DFL
Dataset

attribute. For instance, Balabit [39] and DFL [40] datasets’
states include dragging, double-click and so on, while Mouse-
Behavior Data for Continuous Authentication [49] contains
left/right button clicks and movement with left or right but-
ton held down, etc. However, all datasets share the basic
fundamental movement state. Therefore, before determine a
reasonable data volume, we need to choose the variables to
describe the mouse dynamic behaviors for our authentication
task. To make our method more generalized and reduce the
complexity of data processing, we utilize the moving velocity
information of user mouse movements as the input data for the
authentication system. Furthermore, relying solely on veloc-
ity data without directly storing mouse position information
enhances user privacy protection and minimizes the risk of
sensitive information leakage.

Given mouse movement trajectory of one specific user as x
= {(xi, yi)}Ni=1, where xi and yi represent the mouse coor-
dinates at the i−th time point. First, to convert {(xi, yi)}Ni=1

to velocity sequence v = {vi}Ni=1, we calculate the Euclidean
distance di between adjacent points:

di =
√

(xi − xi−1)2 + (yi − yi−1)2 (1)

Ignoring device latency, the time interval at each time point
is fixed and denoted as ∆t. Therefore, the mouse velocity
sequence vi is given by:

vi =
di

∆t
(2)

IV. APPROPRIATE VOLUME OF MOUSE DYNAMIC DATA
DETERMINATION

Overly small volume of mouse dynamic data may fail to
capture the user’s unique operational patterns, while exces-
sively big amount of data may introduce redundant information
and high cost. Therefore, determining the optimal volume of
mouse dynamics data is crucial for real user authentication
task. To establish a unified determination paradigm, we can
assume that the user’s mouse behavior is largely influenced by
the uncertainty caused by the surrounding environment (such
as desktop space and current tasks) and the user themselves
(such as emotions), but over a long period of use, the mouse
dynamics data of individual users will tend to converge, i.e.,
the user’s mouse dynamics data will contain unique and stable
identity characteristics.

Based on the this assumption, we estimate the appropriate
data quantity by calculating the convergence point of the
density function derived from the collected data [?]. We use
F (v;n) to express the distribution of userj mouse velocity
data sequence v = {vi}Ni=1, and its density is f(v;n) =
d
dxf(v;n) under n time. The density of distribution f(v;n)
will vary with different data quantities n. If a sufficient amount
of data is provided, the observed density will no longer
exhibit significant changes with the addition of extra data. For
example, if the quantity n̂ represents a sufficient amount of
mouse dynamics data for user authentication, then the density
p(x, n̂ should exhibit only minor changes when supplemented
with an additional m length of data, i.e.,

f(x; n̂) ≈ f(x; n̂+m) (3)

If adding more data does not alter the original data distri-
bution too much, the additional data is considered redundant.
Therefore, the observed data quantity may be appropriate
because: i) This data volume can capture almost all the
potential features of user mouse behavior; ii) Adding more
data cannot provide additional useful information but will
increase data collection difficulty and computational overhead
for the model. As shown in Fig4, We generate random data
following a normal distribution N (0, 1) for specified sample
sizes n,m, r, s, and t, where the intervals are identical, but
the sample sizes r, s and t are significantly larger than n and
m. In the figure4, the distributions for sample sizes n and m
are similar, whereas the distributions for sample sizes r, s and
t exhibit minimal differences, almost overlapping. It indicates
that when the dataset is sufficiently large, adding more data
has a negligible impact on altering the overall distribution of
the dataset.

We use Gaussian mixture model (GMM) [46] to define
f(x;n), regarding the complex probability distribution of
mouse velocity data as a weighted combination of multiple
Gaussian distributions to fit the complex data distribution
flexibly. Given a mouse velocity dataset {vi}Ni=1 with the



Fig. 4: Illustrationsof the different distribution density with
different amount of data for normal distribution N(0, 1) ex-
ample

density function f(x;n), the density function from data sample
v can be estimated by [47]

f(x;n) =
1

n

n∑
i=1

1

(2π)
D
2 |Σ| 12

exp

(
−1

2
(v − vi)⊤Σ−1(v − vi)

)
(4)

where D is the dimension of the mouse velocity data; Σ
is the covariance matrix, i.e., bandwidth in 1D data, |Σ| is
the determinant of bandwidth. In this work, we estimated the
bandwidth by [42]

h = 1.06 · σ̂ · n− 1
5 (5)

where σ̂ is the standard deviation of the dataset {vi}Ni=1.
Thus, we can drive the density function f(v;n) from the

mouse velocity data {vi}Ni=1. We will assess the similarity
between two adjacent kernel functions estimated from n and
n + m data observations. Utilizing Kullback-Liebler (KL)
divergence [48], we can evaluate the difference from different
density:

KL(f(v;n+m)||f(v;n)) =
∫ [

f(v;n+m)×log
f(v;n+m)

f(v;n)

]
(6)

Therefore, the KL can qualify the level of similarity between
two density given by mouse velocity data with different length.
When KL(f(v;n + m)||f(v;n)) approaches 0, it indicates
that f(v;n) is extremely close to f(v;n + m), where the
additional data would not supply more useful information to
density function. Furthermore, it is essential to calculate the
KL divergence between f(v;n+m) and f(v;n+2m), as we
aim to ensure that the decrease in KL divergence is not abrupt
but instead shows a smooth and convergent behavior to ensure
our data is enough.

We thus determine the proper amount n of mouse velocity
data so that KL(f(v;n + m)||f(v;n)) itself is small and
change very slightly, even more data added:

|KL
(
f(v;n+m)∥f(v;n)

)
| ≤ ϵ1,

|KL
(
f(v;n+ 2m)∥f(v;n+m)

)
−KL

(
f(v;n+m)∥f(v;n)

)
| ≤ ϵ2

(7)
where ϵ is a small positive value. It is obvious that a larger

value of ϵ1 and ϵ2 can lead a small amount of required mouse
velocity data.

V. MOUSE AUTHENTICATION UNIT LENGTH
DETERMINATION

Having established the amount of data required for the user
authentication system to learn mouse movement patterns, we
now determine the size of the Mouse Authentication Unit
(MAU). Each MAU represents a time-bounded segment of
mouse movement data, serving as the foundational element
for user verification models. Adjusting the length of the
MAU based on each user’s mouse behavior pattern preserves
as much valuable information as possible while minimizing
the introduction of redundant data, thereby improving the
efficiency of the authentication system.

Because information and data predictability are closely
linked to data complexity, i.e., entropy, we employ Approxi-
mate Entropy (ApEn) [5] in this study to estimate the infor-
mation complexity and determine an appropriate MAU length.

Given one individual user’s mouse velocity data sequence
{vi}ni=1 with certain n-dimension, we form a length-m MAU
v(i):

v(i) = (vi, vi+1, ..., vi+m−1), i = 1, 2, ..., n−m+ 1 (8)

Therefore, we create a set {v(i)}n−m+1
i=1 =

{v(1), v(2), ..., v(n − m + 1)} containing all length-m
MAU.

Next, for each pair of length-m MAU v(p) and v(q), we
use Chebyshev distance to measure how ”close” they are:

d[v(p), v(q)] = max
s=1,2,...,m

|vp+s−1 − vq+s−1| (9)

In ApEn analysis, each length-m MAU vj(p) is compared
against all others v(q) in time series to determine how many
of the distances between them lie within a specified tolerance
r. Formally,

Cm
p (r) =

#{p ̸= q | d[v(p), v(q)] ≤ r}
N −m+ 1

(10)

where d[, ] denotes the Chebyshev distance metric, and
the numerator #{p ̸= q | d[v(p), v(q)] ≤ r} counts how
many mouse velocity windows remain sufficiently close to
v(p) under the threshold r. Consequently, Cm

p (r) serves as a
measure of the local similarity or “cohesion” for each mouse
velocity windows v(p) and forms the basis for evaluating
the overall regularity or predictability of the mouse velocity
sequence when computing ApEn.



Then, we repeat the same procedure for another length-m+1
MAUs {v′(i)}n−m

i=1 = {v(1), v(2), ..., v(n−m)} again. ApEn
takes the ratio of these similarity measures at length m and
m+ 1 as below:

ApEn(m) =
1

n−m+ 1

n−m+1∑
i=1

logCm
i (r)

− 1

N −m

n−m∑
i=1

logCm+1
i (r) (11)

where m is length for MAU. The MAU of different lengths
possess varying levels of information complexity, which can
be quantified by approximate entropy ApEn(m).

Approximate entropy decreases as the length of MAU
increases, which means it contains more information. But
as the length of MAU increase, the race of the increasing
of approximate entropy will be slower. It indicates that the
data’s predictability does not increase much and is insufficient
to compensate for the increased collection time required for
mouse dynamic sequences. In the subsequent experiments, we
aimed to balance the trade-off between the sequence collection
time and accuracy. Generally, we selected the length of the
sequence with a slow rate of decrease in approximate entropy
as the segmentation length for the mouse dynamic sequence.

VI. LOCAL-TIME MOUSE AUTHENTICATION
(LTMOUSEAUTHEN)

In order to effectively extract deep features from mouse ve-
locity sequences that can distinguish between different users,
we propose a user authentication framework that integrates
ResNet residual blocks and a GRU to fully exploit both local
and global temporal information. Specifically, the input to the
proposed LT-AMouse model is of fixed length. First, a 1D-
CNN plus ResNet block module is employed to progressively
extract and refine local features. Next, a GRU is utilized to
capture contextual correlations among these features. Finally,
a fully connected network performs binary classification on the
extracted deep features to determine whether the input MAU
belongs to the corresponding legitimate user (e.g., user j) or
not.

A. ResNet Block for Local Features
Compared to commonly used multi-modal mouse data (e.g.,

data with timestamps, (x,y) coordinates, and interaction types),
the mouse movement velocity sequence provides only single-
channel velocity information. This results in a lower input
dimensionality, which accelerates inference and reduces the
burden of model deployment. Nevertheless, the reduced di-
mensionality makes it difficult for conventional manual feature
engineering to adequately capture the potential temporal and
local detail features. Therefore, we employ a one-dimensional
convolutional neural network (1D-CNN) to extract local fea-
tures from the mouse velocity sequence.

Specifically, as illustrated in Figure 1, we encode the
input N-dimensional mouse velocity sequence using one-
dimensional convolution while preserving the sequence length

as much as possible to retain its temporal encoding. To further
capture deeper local representations of the mouse data, we
adopt a ResNet architecture, thereby deepening the convolu-
tional layers and introducing residual connections. This design
enables the model to refine key velocity variation patterns
while preserving the complete temporal context, laying a solid
foundation for subsequent classification or identity verification
tasks.

B. GRU for Time Series Context Information

After completing the local convolution and residual encod-
ing, the resulting feature maps primarily emphasize patterns
of local velocity changes. To capture global trends and longer-
range temporal dependencies, we use a Gated Recurrent Unit
(GRU) as the temporal feature extractor. The GRU module can
remember past states in the sequence and selectively retain
or update crucial information through its gating mechanism,
which is particularly important for modeling the temporal
evolution of mouse velocity.

In the overall network architecture, the dimensionality of
the features fed into the GRU remains similar with the
original sequence length, owing to the ResNet design that
preserves sequence length. This allows the GRU to fully utilize
the complete temporal information of the original sequence,
leading to more effective modeling of velocity patterns.

After extracting both local and global features of the MAU,
we feed the resulting hidden states into a fully connected
network (FN) for final classification or identity verification.
Similar to typical binary classification tasks, this fully con-
nected layer can employ the Softmax function to output a
probability distribution, thereby determining whether the input
sample belongs to the legitimate user.

C. Transferring and Training

During the training process, we formulate user identity
verification as a binary classification problem and use cross-
entropy loss [53] as the objective function:

LC = − 1

N

C∑
c=1

yclogŷc (12)

where N is the number of mouse velocity segmentation
sequences, yc is the true value for user authentication, and ŷc
is the probability of each velocity segmentation sample after
softmax operation.

For the optimization algorithm, we select the Adam opti-
mizer [7] to balance convergence speed and training stability.
The parameter β1 is 0.9 and β2 is 0.999.

VII. EXPERIMENT

A. Experimental Setting

Dataset In this study, the Balabit and DFL datasets were
selected as representatives of data collected from daily usage
environments and laboratory environments, respectively, to
investigate the trade-offs between data sufficiency, efficiency,



Fig. 5: User Authentication Model

and accuracy, as well as model performance. We first deter-
mine the appropriate amount of data for one individual user
to be used as positive samples based on Equation 7, and then
randomly select the remaining other users as negative samples
to include in the training and testing sets. To verify whether the
model is overfitting and to simulate a blind attack scenario, we
randomly select unseen users from the remaining samples as
unknown samples to be added to the testing set. Considering
practical scenarios, user identification should be treated as
an imbalanced classification problem, where the amount of
positive sample data exceeds that of negative samples. For the
DFL dataset, the ratio of positive to negative samples in the
training set is 8:1, while for the Balabit dataset, the ratio is
5:1.

Metrics We employ the following evaluation metrics to
assess the performance of our user authentication system based
on mouse velocity sequences and its robustness against attacks:

1) F1 Score: The harmonic mean of precision and recall,
used to balance the trade-off between false positives and
false negatives in imbalanced classification tasks.

2) Area Under the Curve (AUC): The area under the
Receiver Operating Characteristic (ROC) curve, which
reflects the system’s ability to differentiate between
legitimate and unauthorized users across varying clas-
sification thresholds.

3) Equal Error Rate (ERR): The point at which the False
Acceptance Rate (FAR) and False Rejection Rate (FRR)
are equal, representing a balance between security and
usability in the authentication process.

4) Defense Success Rate (DSR): A metric used to evaluate
the effectiveness of the model in defending against

adversarial attacks. It is defined as the percentage of
attack attempts that fail to bypass the authentication
system.

These metrics collectively ensure a comprehensive evaluation
of the system’s performance, particularly in the context of
imbalanced classification tasks and its robustness under ad-
versarial conditions.

B. Proper Volume of Data

In this study, mouse velocity sequences were extracted from
two mouse dynamics datasets, Balabit and DFL mentioned
in Section 3. Each user in the Balabit and DFL datasets
is associated with multiple CSV files, each representing a
distinct session unit. There is a clear discontinuity between
the ending timestamp of one CSV file and the starting and
ending timestamps of the subsequent file. Considering the
potential variations in mouse operation habits across different
time periods, which may result in differing data distributions,
we first calculate the optimal data quantity for each individual
CSV file and then sum these quantities to obtain the total data
volume.

After calculating the mouse velocity sequences, due to
the dataset being divided into multiple CSV files with clear
temporal discontinuities, we computed the velocity sequences
for each CSV file. To calculate the optimal data volume
for a single session for each user, based on Equation4, we
first generate KDEs for different data volumes within each
session, using a step size of 200. As shown in Figure 6,
taking User 12 in Balabit and User 19 in DFL as example,
the kernel density changes significantly with increasing data
when the mouse velocity data volume is relatively small. At



(a) KDE of Small U12 (b) KDE of Enough U12

(c) KDE of Small U19 (d) KDE of Enough U19

Fig. 6: Comparison of KDE of Different Volume of Mouse Velocity Data for Balabit and DFL Dataset Example

data volumes of n = 200 and n = 400, the kernel densities
for two velocity sequence lengths differ markedly. However,
when the data volume is large, even substantial data increases
result in minimal kernel density differences. For example,
when the data volume reaches sufficient value, mouse velocity
data captures all variations, and the kernel density is not
significantly different around it.

To better define the differences between kernel densities, we
calculate the KL divergence between kernel densities repre-
sented by data of two different sample sizes using Equation6.
Additionally, we use Equation7 to determine when the KL
divergence converges to a sufficiently small value, indicating
that the distributions of the two datasets exhibit only minimal
changes. If the two thresholds in Equation7 are set to larger
values, it results in smaller data volume; conversely, smaller
thresholds yield larger data volume. To obtain conservative
results, we set ϵ1 to 1 × 10−4 in this study. For the Balabit
dataset, considering the complexity of mouse dynamics in real-
world scenarios, we adopt a more conservative threshold ϵ2 as
1× 10−7; for the DFL dataset, we adopted a more aggressive
strategy, setting ϵ2 as 1× 10−6.

Taking User 12 from the Balabit dataset and User 9 from
the DFL dataset as examples, both of which have relatively
large original data volumes, we present the variation trends of

the KL divergence values corresponding to Equation6 across
different session data volumes. As illustrated in Figure 9,
the KL divergence decreases and stabilizes as the data vol-
ume grows, suggesting diminishing distributional differences
between the mouse dynamic datasets with different volume.
Furthermore, adding more mouse velocity data contributes
minimal additional information, indicating saturation in the
data’s informational content.

In the end, as shown in Figure 7 and Figure 8, the average
suitable mouse dynamic dataset volume 73,778.7 of Balabit
dataset is smaller than orginal one 114,114.2. For the DFL
dataset, our method reduces the amount of data required for
each user by a factor of ten, from 0.6726×107 to 0.0691×107.

C. Mouse Authentication Unit Length and Model Performance
Trade-off

In this section, We analyzed the performance impact of dif-
ferent MAU (Mouse Action Unit) lengths on the authentication
model LT-AMouse in Balabit and DFL datasets. The results
show that as the MAU length increases, the AUC index of the
model gradually increases and the EER decreases accordingly.
This is because longer MAUs provide richer mouse dynamics



Fig. 7: Proper and Total Volume of Balabit Dataset

Fig. 8: Proper and Total Volume of DFL Dataset

features, which help to portray user behavior more compre-
hensively. However, the performance of the model does not
increase linearly. In the short MAU length range, the AUC
and EER improve significantly, and when the length exceeds a
certain threshold, the performance improvement tends to slow
down.

Through the analysis of Approximate Entropy (ApEn), we
find that this trend is consistent with the pattern of sequence
randomness reduction. With a short MAU length, the data
is not enough to fully characterize the user; as the length
increases, the uncertainty of the sequence decreases, and
the model can quickly accumulate discriminative features.
However, when the data volume reaches a certain scale,
the additional information gain decreases, and the change
amplitude of both ApEn and performance indicators tends to
level off.

Therefore, the choice of MAU length needs to be a trade-off
between security and real-time: high security requirement sce-
narios can appropriately increase the MAU length to improve
accuracy, while applications with high real-time requirements
need to shorten the MAU length to realize fast response. This
study provides a reference basis for the practical deployment
of mouse dynamics authentication system.

By further analyzing the slope of the change of entropy, we
find that when the absolute value of the slope of the entropy is
close to or less than 1×10−4, the increase of the MAU length
tends to moderate the enhancement of the model performance.
At this point, the decrease in entropy is small, indicating that

the accumulated feature information is close to saturation, and
continuing to increase the MAU length has limited gain in
model performance, while the computational cost may increase
significantly. Therefore, an absolute value of the entropy slope
less than 1× 10−4 is defined as the optimal balance between
efficiency and model performance.

It can be observed in Figure 10 that the optimal equilibrium
point for the Balabit dataset lies between 90-130 MAU lengths,
while the DFL dataset lies between 110-160. This analysis
provides a theoretical basis for the selection of experimental
data in Section 7.4, helping us to optimize the efficiency while
ensuring the model performance.

D. Comparison with Other Models

To ensure a fair comparison with existing state-of-the-art
methods, we evaluate our proposed user authentication model
on the DFL and Balabit datasets under identical experimental
settings. For consistency, we use the same hyper-parameter
configurations, including the network architecture, loss func-
tion, and training epochs, as employed by baseline methods.
This ensures that performance improvements are attributed
solely to our model’s design rather than differing experimental
conditions.

Table II and table III summarizes the performance of our
model compared to other commonly used methods, including
CNN, LSTM, RF, and SVM. On the DFL dataset, our model
achieves the highest F1 score (97.24%) and AUC (98.52%),
while maintaining a low equal error rate (EER) of 5.05%.
Similarly, on the Balabit dataset, our model outperforms all
baselines, achieving an F1 score of 94.65%, AUC of 97.73%,
and an EER of 6.14%. These results demonstrate that our
model not only provides state-of-the-art accuracy but also
ensures robustness across different datasets.

Moreover, compared to traditional machine learning models
such as RF and SVM, our model achieves significant improve-
ments in both accuracy and efficiency. Specifically, our model
is more than 8 times accurate than RF in terms of EER on the
DFL dataset and reduces the error rate by over 40% compared
to SVM on the Balabit dataset. These enhancements highlight
the strength of our approach in capturing the underlying
dynamics of user-specific mouse behavior.

Finally, our method exhibits superior generalizability across
datasets, as evidenced by consistent improvements in both
precision and recall. This capability is particularly critical for
real-world applications, where datasets often vary significantly
in terms of user behavior and interaction patterns.

E. Attack Model

We assume that the attacker is familiar with the authenti-
cation mechanism of LT-AMouse. Depending on whether the
adversary can access the parameters of the LT-AMouse model
and whether they can obtain partial mouse movement data
from legitimate users (e.g., through phishing emails or other
malicious means), we classify attacks into the following two
types:
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Fig. 9: KL divergence convergence performance of User12 in the Balabit and User 9 in DFL datasets

TABLE II: User-Averaged Models Performance Comparison
on DFL Dataset

Model F1 AUC EER

Our Model 97.24% 98.52% 5.05%
(0.13%) (0.01%) (0.08%)

CNN 96.01% 97.07% 7.56%
(0.68%) (0.07%) (0.18%)

LSTM 94.22% 83.48% 23.11%
(0.07%) (1.66%) (1.45%)

RF 79.53% 89.85% 14.74%
(2.56%) (1.43%) (1.71%)

SVM 88.92% 59.40% 42.97%
(0.00%) (2.77%) (2.21%)

TABLE III: User-Averaged Models Performance Comparison
on Balabit Dataset

Model F1 AUC EER

Our Model 94.65% 97.73% 6.14%
(0.71%) (0.03%) (0.11%)

CNN 93.01% 93.15% 13.79%
(0.28%) (0.09%) (0.20%)

LSTM 89.79% 80.18% 25.85%
(0.24%) (1.35%) (1.21%)

RF 54.62% 72.18% 33.36%
(0.43%) (1.63%) (1.21%)

SVM 86.10% 44.08% 54.04%
(0.07%) (2.47%) (1.48%)

Blind Attack In a blind attack, the adversary possesses
no prior knowledge of the legitimate user’s mouse movement
patterns. To carry out the attack, the adversary interacts with
the system by controlling the mouse, attempting to bypass the
authentication mechanism using their own mouse dynamics.

Result Blind attack results are summarized in Table II
and Table III. By introducing unseen samples from the LT-
AMouse dataset into the test set, which were not present in the
training set, our model achieved notable performance across
all evaluation metrics. Specifically, on , the model achieved an
F1 Score of 97.24

Imitation Attack In an imitation attack, we assume that
the adversary can observe, record, and analyze the dynamic
mouse trajectories of legitimate users. Leveraging this data,
the adversary employs generative models [55] to create highly
realistic forged mouse trajectories, aiming to deceive the
authentication system and impersonate a legitimate user.

In this study, we employ a tailored attack model designed
to circumvent a mouse dynamics authentication system. This
model leverages the Wasserstein Conditional Deep Convo-
lutional Generative Adversarial Network (WCDCGAN) [54]
to generate realistic and high-quality adversarial samples
that closely mimic genuine mouse dynamics, making them
challenging for the authentication system to distinguish from
legitimate inputs.

Result In the simulation attack scenario, this study employs
DSR as the core evaluation metric to assess LT-AMouse’s ca-
pability in distinguishing between legitimate users and gener-
ated fraudulent data under different parameter configurations.
Table IV demonstrates the system’s defensive performance
against imitation attacks when the MAU length increases from
110 to 160.

As shown in Table IV, for the DFL dataset, when the
MAU length is 120, the system achieves a defense success
rate of up to 99.02%. At other lengths the defense success
rate remains between 88.56% and 95.87%. For the Balabit
dataset, our model achieves the best defense success rate of
79.69% at MAU length 110, which demonstrates a significant
improvement compared to the original attack success rate of
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Fig. 10: Performance Metrics and ApEn Analysis on DFL and Balabit Dataset

94% reported in the WC-DCGAN attack [54] . These findings
suggest that the proposed LT-AMouse model can accurately
differentiate genuine from forged mouse trajectories, even
with high-fidelity imitation data, thereby demonstrating strong
robustness and security.

VIII. DISCUSSION

Environmental interference and minimal user input In
practical applications, mouse dynamics-based authentication
relies on the consistent capture of movement trajectories and
click patterns. However, significant fluctuations in surface fric-
tion or hardware sensitivity caused by environmental factors,

as well as minimal and low-amplitude mouse operations, pose
challenges to accurate modeling of these sparse and weak dy-
namic signals, leading to performance degradation. Compared
to continuous and pronounced mouse inputs, unstable or low-
amplitude operations are more susceptible to environmental
factors and usage posture, increasing the likelihood of errors
in authentication.

Biometric Authentication Mouse operation habits are sus-
ceptible to variations in hardware, environment, and users’
states (e.g. fatigue and emotions), leading to significant shifts
in data distribution over time and weak generalization. Ad-



TABLE IV: Defense Success Rates for Different MAU
Lengths

Dataset MAU Length Defense Success Rate (%)

DFL

110 89.22
120 99.02
130 88.56
140 95.87
150 94.44
160 93.68

Balabit

90 47.51
100 70.00
110 79.69
120 59.90
130 60.00

ditionally, in cross-platform or cross-context deployments,
mouse movement features can vary substantially due to dif-
ferences in operating systems or the mouse’s settings, posing
challenges to model transferability. Furthermore, while mouse-
dynamics-based approaches offer advantages in data collection
and privacy protection compared to biometic methods, they
remain vulnerable to some threats. For example, attackers
could potentially infer user behavior patterns and compromise
system security by intercepting portions of mouse trajectories
through malicious software or remote monitoring. Lastly, to
continuously enhance security and robustness, further research
is needed in privacy-protection technologies, such as on-device
computation, federated learning, and secure multiparty compu-
tation, along with in-depth model adaptation and optimization
tailored to diverse application scenarios.

Attack Model In this study, we assessed our method’s
resilience against the advanced WCDCGAN [54] attack, which
has demonstrated up to a 94% success rate in compromis-
ing mouse dynamics authentication systems. Notably, our
approach can operate effectively with smaller datasets, thus
enabling faster and more efficient defense performance—albeit
without achieving complete immunity. Future research will fo-
cus on integrating advanced strategies and novel techniques to
further fortify the system’s resistance. Empirical results show
that our method achieved defense success rates exceeding
88% on the DFL dataset, whereas the Balabit dataset peaked
at 79.69%, suggesting that dataset properties significantly
influence how well the system can withstand sophisticated
adversarial threats.

IX. CONCLUSION

This study presents a robust and efficient mouse dynamics-
based authentication framework, addressing challenges in
data sufficiency, practicality, and security. By introducing the
Mouse Authentication Unit (MAU) and leveraging Approxi-
mate Entropy, our method optimizes data segmentation for ac-
curate behavioral representation. The Local-Time Mouse Au-
thentication (LT-MAuthen) framework achieved state-of-the-
art performance, with AUCs of 98.52% on the DFL dataset and
94.65% on the Balabit dataset, while demonstrating resilience
against advanced adversarial attacks. These findings highlight

the framework’s potential for real-world applications, with
future work focused on enhancing cross-platform adaptability
and robust defense mechanisms.
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