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Abstract—Cyber threats have become increasingly prevalent
and sophisticated. Prior work has extracted actionable cyber
threat intelligence (CTI), such as indicators of compromise,
tactics, techniques, and procedures (TTPs), or threat feeds
from various sources: open source data (e.g., social net-
works), internal intelligence (e.g., log data), and “first-hand”
communications from cybercriminals (e.g., underground fo-
rums, chats, darknet websites). However, “first-hand” data
sources remain underutilized because it is difficult to access
or scrape their data.

In this work, we analyze (i) 6.6 million posts, (ii) 3.4
million messages, and (iii) 120,000 darknet websites. We
combine NLP tools to address several challenges in analyzing
such data. First, even on dedicated platforms, only some
content is CTI-relevant, requiring effective filtering. Second,
“first-hand” data can be CTI-relevant from a technical or
strategic viewpoint. We demonstrate how to organize content
along this distinction. Third, we describe the topics discussed
and how “first-hand” data sources differ from each other. Ac-
cording to our filtering, 20% of our sample is CTI-relevant.
Most of the CTI-relevant data focuses on strategic rather
than technical discussions. Credit card-related crime is the
most prevalent topic on darknet websites. On underground
forums and chat channels, account and subscription selling
is discussed most. Topic diversity is higher on underground
forums and chat channels than on darknet websites. Our
analyses suggest that different platforms may be used for
activities with varying complexity and risks for criminals.

1. Introduction

The Internet offers ample opportunity for cybercriminals
and hackers to share information, discuss strategies, and
trade illegal goods. This digital underworld is most often
accessible through darknet websites, underground forums,
and encrypted communication channels and can serve as
a breeding ground for cybersecurity threats. A large part
of this hidden ecosystem consists of onion sites: websites
on the darknet that use the “.onion” top-level domain [1].
These sites utilize, for instance, The Onion Router (Tor)
software or the Invisible Internet Project (I2P) to en-
crypt their connections, enable anonymous communica-
tion, and hide users’ identity and location. Besides darknet
websites, malicious actors utilize forums on “non-onion”
websites. Such forums on the clearnet sometimes present
themselves as innocent discussion boards or specialized
interest groups. Furthermore, widely used chat applica-
tions such as Discord and Telegram have become popular
platforms for exchanging information between cybercrim-

inals [2]. These mainstream apps allow for end-to-end
encryption, self-destructing messages, and creating private
channels. Such features make these platforms attractive
to cybercriminals as they blur the line between visible
and hidden parts of the Internet. Hence, these emerging
platforms present new challenges for cybersecurity pro-
fessionals and law enforcement agencies to monitor and
mitigate cyber threats.

Cybercriminals’ using these platforms implies that re-
searchers and security professionals can use their content
to study anti-social activities, such as private interactions
on underground forums [3], privacy risks due to unautho-
rized information flows or identity cloning attacks [4, 5],
image data on darknet websites [6], or even the spectrum
of content found on darknet websites [1]. In this work, we
focus on extracting cyber threat intelligence (CTI) from
multiple platforms. The CTI process involves gathering,
analyzing, and disseminating information about potential
or current attacks that threaten an organization [7]. Tradi-
tional CTI sources include internal data (such as network
logs and incident reports), external threat reports from
vendors, various databases, and online social networks
like Twitter/X. However, these traditional sources incom-
pletely reflect the evolving threat landscape. For instance,
research on existing hacker ecosystems in clearnet data
sources, such as the study by Islam et al. [8], can be
enhanced by considering darknet sources.

Our work expands the scope of CTI sources to include
darknet websites, underground forums, and encrypted
communication chat channels (specifically Telegram and
Discord), which are comparatively underutilized in prior
work (cf. §2). Although rich in intelligence, these sources
are more difficult for researchers to access: They of-
ten require lengthy and complex processes to gain en-
try [10, 11] and to process them. Additionally, in a recent
review of previous studies on darknet content, Basheer
and Alkhatib [12] suggest that CTI would benefit from
more natural language processing (NLP).

Previous research has often considered only a single
data source (see our literature review in §2). We combine
diverse hard-to-access data sources and analyze them con-
sistently. First, we classify content into relevant versus not
relevant to CTI. Then, we label data items among relevant
content as covering technical CTI versus non-technical
CTI. This allows both technical and non-technical stake-
holders to understand, interpret, and act upon the security
information relevant to their roles. Finally, we document
the prevalence of different topics across sources. In sum,
we address the following research questions: (i) How
can we effectively distinguish between relevant and non-
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Figure 1: Our NLP Pipeline. The figure describes our NLP pipeline for a comprehensive analysis of heterogeneous data sources. Relevant versus
not relevant data items concern their relevance to CTI. For topic modeling we use BERTopic [9]. We describe the details of our pipeline in §3.2.

relevant CTI content across diverse data sources (RQ1)?;
(ii) What content share pertains to technical and non-
technical CTI (RQ2)?; and (iii) What type of CTI-related
topics can be extracted from darknet websites, under-
ground forums, and Telegram and Discord chat channel
data (RQ3)? We adapt our NLP tools to accommodate
the domain-specific terminology. We highlight potential as
well as limitations in using pre-trained neural networks,
including large language models, for CTI extraction.
Contributions. Our primary contribution is a meta-
analysis of several “first-hand” cyber-crime-related data
sources (underground forums, chat channels, and darknet
websites). In addition, we provide our NLP pipeline (from
which we derived our results) as an open-source tool. In
detail, our work makes several key contributions:

• We conduct a meta-analysis of multiple “dark” data
sources. Thereby, we provide guidance on analyzing
such sources and highlight differences among “first-
hand” cybercrime-related data sources.

• Our meta-analysis builds on our systematic literature
review of CTI extraction research (§2). It includes
work from the past five years (2019–2023), focusing
on various sources and NLP methods.

• We open-source the NLP pipeline (see Figure 1) that
underlies our meta-analysis. Our pipeline includes
specialized cybersecurity dictionaries (see details in
§3.2) and deep learning methods. By open-sourcing
our tools, we foster reproducibility [13] and seek to
advance the use of NLP and AI in CTI research.

• We identify and analyze both technical and non-
technical CTI in the investigated data sources (§4.2).

• We present the first comprehensive large-scale analy-
sis of cybercrime-related topics across darknet web-
sites, underground forums, and chat channels (§4.1-
§4.3). To the best of our knowledge, this is the first
work aiming to extract CTI consistently from multi-
ple data sources, and specifically from chat channels.

2. Related Work

The field of cybersecurity has seen significant advance-
ments in recent years, particularly in CTI extraction. To
document the state of the art, we conduct a systematic

literature review,1 examining the most relevant NLP ap-
proaches published in the last five years (2019–2023). Our
review focuses on Google Scholar and yields 27 relevant
papers. We illustrate the detailed steps of the systematic
literature review in Figure 2. We compare the identified
works in the following paragraphs based on (i) the used
data sources and (ii) the employed NLP methods.
Data Sources. Sauerwein et al. [14] reveal a diverse range
of categories for CTI sources: open-source security data
(social networks (SN) [15–26], news articles (NA) [19, 21,
24, 27, 28], security reports (SR) [18, 19, 21, 27, 29], and
public security repositories (SD) [18, 23, 25, 30]), internal
intelligence (data generated within organizations including
log data and internal feeds2), and CTI feeds (FE) [31–
33] (intelligence feeds provided by specialized vendors
or community-driven platforms). In the realm of open-
source security data, there is a high focus on social net-
works, especially on Twitter (now X), due to its API with
historically generous research access. Other open sources
are less utilized in comparison. Notably, related work
often does not explicitly state the reasons for selecting
specific data sources, limiting the understanding of source
selection criteria and increasing potential biases. While
most of the aforementioned sources have been studied and

1. The detailed classification of related work can be found in our
public repository [13].

2. This data is normally not shared with the public, which may be
why none of the related works considers such data.
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Figure 2: Systematic Literature Review. The figure describes the
systematic literature review conducted in March 2024 to identify the
state of the art. We exclude survey papers and literature reviews.
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employed in state-of-the-art approaches, there is a notable
underutilization of “first-hand” information from cyber-
criminals. This category includes data from darknet web-
sites (DW) [19, 34] and marketplaces (DM) [30, 34, 35],
underground forum discussions (UF) [18, 19, 30, 34–39],
and encrypted chat channels. Regarding these “dark” data
sources (or “first-hand” data sources from cybercriminals),
the focus is mostly on underground forums, but the data is
usually obtained from a single forum rather than multiple
different ones. Overall, these “hard-to-access” sources are
typically analyzed in isolation, limiting comprehensive
insights. We visualize our results in Figure 3.

0 2 4 6 8 10 12
Absolute Frequency

Social Networks
Underground Forums

News Articles
Security Reports

Public Security Repositories
CTI Feeds

Darknet Markets
Darknet Websites

28.26%
19.57%

10.87%
10.87%
10.87%

6.52%
6.52%
6.52%

Figure 3: Summary of Literature Review: Data Sources. We observe
a low number of “dark” data sources in the analyzed 27 works. While
the number of underground forums seems comparatively high, most of
these works examine a single forum rather than multiple ones. Also, we
do not identify any paper reviewing chat channels such as Telegram or
Discord in the context of CTI extraction. When data sources are used in
combination, they are mostly from the clearnet.
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Figure 4: Summary of Literature Review: NLP Methods. The main
NLP method applied in prior work is Text Classification, followed by
Topic Modeling. Please note that some papers use a combination of
multiple NLP methods.

NLP Methods. NLP methods are popular in CTI extrac-
tion. These methods (as outlined by Arazzi et al. [40])
include Named Entity Recognition (NER) [15, 16, 27, 28],
Topic Modeling (TM) [10, 20–22, 24, 30, 31, 35–37],
Sentiment Analysis (SA) [10, 19, 22, 24–26, 35, 41], Text
Classification (TC) [15–21, 23, 24, 28–31, 36, 38, 39],
Summarization (SU) [29, 31–34], and Keyword Extraction
(KE) [10, 15, 16, 20, 27, 32, 35, 39]. Among these, TC
emerges as the most commonly used method, followed
by TM, SA, and KE. SU and NER are the least utilized
methods in this context. The prevalence of TC can be
attributed to its versatility in categorizing threat-related
content, especially with large volumes of data. TM and SA
are popular for uncovering hidden thematic structures and
exploring the overall tone of discussions in cybersecurity
contexts. KE, on the other hand, is useful in quickly iden-
tifying critical terms and concepts. The lower utilization

of SU and NER methods can be attributed to the specific
nature of cybersecurity-related text and specific terms. It is
challenging to accurately identify and categorize domain-
specific entities in rapidly evolving threat landscapes (e.g.,
complicating NER tasks). We illustrate an overview of the
results in Figure 4.
Research Gap. We address several critical gaps in the
current landscape of accessing and processing CTI data
sources. Firstly, considering multiple “dark” sources (or
“first-hand” data sources from cybercriminals)3 is ex-
tremely rare in the existing literature. There is no com-
prehensive pipeline that analyzes the relevance of vari-
ous data items across multiple “dark” sources, including
underground forums, chat channels (both Discord and
Telegram), and darknet sources, including data from both
darknet websites and darknet marketplaces. This gap is
particularly significant for security practitioners, as these
sources often contain non-security-related intelligence that
needs to be separated from data pertinent to CTI [42].
Furthermore, no previous research has investigated the
strategic CTI aspect by determining which data items can
be considered technical or non-technical content. Such an
analysis is crucial for better understanding and, eventu-
ally, anticipating cybercriminal activities from “dark” data
sources – similar to how other data sources, such as online
social networks, e.g., Twitter/X, have already shown great
potential to provide indications on when vulnerabilities
will be exploited [43].

3. Data and Methodology

This research aims to enhance the criteria for select-
ing data to derive CTI from primary cybercrime-related
sources. In this section, we first, present the three data
sources employed in the study: underground forums, chat
channels, and darknet websites (§ 3.1). Second, we eluci-
date the NLP pipeline (§ 3.2). We release the NLP pipeline
as an open-source tool for future research.

3.1. Dataset

Overview. Cybercriminals may employ various commu-
nication methods and, among others, exploit legitimate
communication channels to interact with their peers. We
identify three primary sources for the exploration and
analysis of cybercrime-related data that remain compara-
tively underexploited for CTI extraction: (i) underground
forums, (ii) chat channels, and (iii) darknet websites.

Underground forums can span across the clearnet and
darknet but are behind access barriers, e.g., invitation-only
or require registration. Among the enumerated datasets,
underground forums constitute the primary source for CTI
in preceding research (§2). Conversely, chat channels,
while being legitimate communication mediums, are also
used for cybercrime-related discussions. Recent studies,
such as [2, 44, 45] have highlighted that chat channels
such as Telegram or Discord are abused by cybercrim-
inals for selling and re-selling various tools and goods,
e.g., phishing kits, malware, or servers. Darknet websites
may be conceptualized as a variant of “communication”
channels, given that cybercriminals create platforms for

3. We will use these two expressions as synonyms in this paper.
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disseminating leaked data (e.g., over darknet markets), the
composition of blogs, tutorials, and related content [46].
Nevertheless, darknet websites predominantly facilitate
unidirectional communication.

One of the main contributions of this paper is to pro-
vide a comprehensive large-scale analysis of cybercrime-
related topics across darknet websites, underground fo-
rums, and chat channels. Thus, we do not select a single
underground forum, or chat channel, but aim to include a
large variety of forums and chat channels in our analysis.
The same objective also holds true for darknet websites.

We choose CrimeBB [47], a database of underground
forums and chat channels, covering a large amount of
underground forums and chat channels in multiple lan-
guages.4 We select all 22 English underground forums
from CrimeBB scraped in recent years (hereafter referred
to as the “underground forums” dataset) and all English
cybercrime chat channels from Discord and Telegram
(“chat channel” dataset). We focus on English data since it
constitutes the majority of the data, i.e., 63% of all forums
provided by CrimeBB and 100% of all chat channels. Ad-
ditionally, we collaborate with a darkweb monitoring ser-
vice provider (namely CFLW Cyber Strategies), offering
its services to law enforcement agencies and institutions
across Europe. The darkweb monitoring service provider
gave us access to the darknet websites they are scraping
(“darknet website” dataset).5

Data Preparation. The darkweb monitor pre-labels
websites related to cybercrime and provides more detailed
labels for other specific web pages. We review the as-
signed labels for all websites included in our dataset and
exclude websites with tags unrelated to cybercrime, such
as “drugs,” “counterfeits,” or “weapons.”6 Two authors
independently review the tags for their relevance to CTI
and engage a third author for final consensus. We exclude
35,000 (out of 205,000) original snapshots of darknet
websites. We only include English data that was verified
using the Lang Detect package. Nair et al. [48] highlight
that filtering out duplicates is challenging for darknet
websites. This is because many URLs contain exactly
the same content. In addition, the darknet dataset also
contains various snapshots of the same website. We avoid
duplicates by focusing on the most recent snapshot. We
treat each post, chat message, and website core content
as a single item and include data starting from 2019.
For website content, we only use the paragraphs of the
HTML files (the HTML tags are included in the dataset
we received from the darkweb monitor).

Data Preprocessing. After the data preparation, the
datasets encompass the following dimensions: (i) under-
ground forums: 3.4 million posts, (ii) chat channels: 6.6
million messages, and (iii) darknet websites: 120,000
snapshots. Next, we perform the following data prepro-
cessing steps: (i) We remove URLs, irrelevant forum
interactions such as mentions of other users (e.g., tags
or words starting with “@” and “#”), words containing
numbers, and any character not in the English alphabet

4. This database is available to researchers upon formal agreement
with the Cambridge Cybercrime Centre.

5. All our data sources are accessible to researchers upon submission
of a research proposal, consideration of ethical implications, and signing
a legal agreement with the respective institutions.

6. We list all removed tags in our repository [13].

except for punctuation; (ii) we strip non-ASCII entries,
cut characters after the third repetition, apply lowercase
normalization, expand contractions (e.g. “don’t” to “do
not”); (iii) we drop data items with less than seven words
since they do not contain any CTI-related content but
mostly short replies, e.g., “thanks, dude!”; (iv) we review
the word lengths of data items, cf. Figure 5 and drop data
items over 1,000 words due to memory and computational
complexity constraints.

3.2. Our NLP Pipeline

3.2.1. Dictionary Approach: Extracting CTI-related
Data. Once researchers obtain access to underground
forums, chat channels, and darknet websites, a key chal-
lenge is analyzing the vast amount of content. These
sources often contain a mix of valuable intelligence and
irrelevant noise, making the analysis process complex and
time-consuming. The lack of content restrictions allows
any individual to post diverse content, which does not
necessarily pertain to CTI [39]. Therefore, we first need
to distinguish the data items relevant to CTI from those
irrelevant to CTI. We implement a dictionary-based ap-
proach for the preliminary filtering of CTI-related data
items (following [18, 36, 39]). As we will show, our dic-
tionary satisfies high classification accuracy while offering
the benefit of computational efficiency. The implemented
approach allows for the rapid processing of large datasets.
Our dictionary-based pre-filtering distinguishes itself from
previous approaches by incorporating two distinct dictio-
naries: (i) a technical dictionary devised for the identifica-
tion of hashes, email addresses, log data, etc., and tools or
malware commonly used by cybercriminals according to
MITRE ATT&CK software [49], and (ii) a non-technical
dictionary encompassing CTI-relevant keywords (such as
“attack,” “leak,” or “password”) that may not correspond
directly to technical posts, messages or websites. This
dual-dictionary approach enables a more comprehensive
coverage of CTI-related content, capturing both technical
indicators and contextual information.

To implement the non-technical dictionary, we ad-
ditionally apply fuzzing techniques. “Fuzzing” refers to
using minor variations or so-called keyword mutations to
capture possible spelling errors or deviations in terminol-
ogy. We do not apply the conventional “threshold-only”
fuzzing approach that uses only a specific threshold for
the analysis of the dataset. Instead, we elaborate a more
nuanced strategy to accommodate the domain-specific ter-
minology.

More precisely, we apply fuzzing only to subsequent
characters of the keyword, and if the analyzed keyword
is longer than five characters (we use a threshold of
80%). This brings several benefits: (1) preserving word
beginnings by which we ensure that the initial part of the
keyword remains unchanged — which helps to keep the
core meaning of the term while allowing some variations
at the end; (2) maintaining precision in our keyword
matching, which is achieved by applying fuzzing only to
keywords longer than five characters — carried out due
to the observation that shorter words are more likely to
produce false positives; (3) preserving a high similarity
to the original keyword fulfilled by applying the 80%
threshold while still allowing for some variations.
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Figure 5: Logarithmic Word Count per Data Item by Data Source. We calculate the logarithm of the words for each data item to define the
cutoff of the maximum length. We set the cutoff to 1,000 words. We assume that long data entries discuss the primary topic within the initial 1,000
words of each post, message, or website.

We do not apply fuzzing to the tools and malware
commonly used by adversaries in the wild according to
MITRE ATT&CK software [49] since these are specific
names that should not be detected as parts of other words
(e.g., “anchor” – a family of backdoor malware [49] –
and “anchoretical”). This is because malware and hacking
tools often have unique and specific names, which can
lead to false positives consisting of unrelated words and
phrases. Also, in the CTI context, precise identification of
tools and malware is crucial, and fuzzing these names
might misrepresent technical indicators. Thus, our ap-
proach treats general CTI-related terms (which may have
some variations or misspellings) differently from specific
technical indicators that should be matched exactly.

In summary, our dictionary captures CTI-relevant
entries from a technical and non-technical perspective.
Specifically, our non-technical dictionary is more compre-
hensive than prior work [18, 36, 39]. The non-technical
dictionary incorporates a broader range of contextual and
domain-specific terms, allowing for better identification of
emerging threats and attack patterns.

We provide technical details on the dictionary defini-
tion in Appendix A and release the final dictionaries in our
repository [13]. After filtering for CTI relevance, we keep
the following number of data items: 1.6 million for un-
derground forums, 430,000 for chat channels, and 13,000
for darknet websites. The detailed results are presented in
Table 1.

3.2.2. Topic Modeling: Identifying Cybercriminals’
Core Topics. In this study, we use BERTopic [9] to iden-
tify the main thematic patterns across our three datasets,
while allowing outliers. For the design choice of using
BERTopic please refer to Appendix B. The different steps
involving BERTopic are visualized on the right side of
Figure 1. First, BERTopic can leverage various sentence
embedding models. Based on the selected sentence em-
beddings, BERTopic then applies dimensionality reduc-
tion with UMAP [50] and clusters topics with HDB-
SCAN [51]. After the clustering step, BERTopic creates
topic representations with crucial words defining each
topic. For this step, we first utilize the Count Vectorizer for
tokenization and then apply a weighting scheme with the
class-based TF-IDF (c-TF-IDF), i.e. we extract the most
relevant words for each cluster identified by HDBSCAN
(which is different to the conventional TF-IDF approach,
that is usually applied at document level) [9]. Based on
the identified words, each topic can be labeled manually
or with a model like LLAMA-2 [52] (we elucidate the

exact steps we applied for labeling in this work below).
In the application of BERTopic to our three data

sources, special attention is required for the domain-
specific terminology of CTI, i.e. to the selection of the sen-
tence embedding model. We first use universal sentence
embeddings such as “bge-base-en-v1.5,” “all-mpnet-base-
v2” and “paraphrase-distilroberta-base-v2.” However, our
experiments showed that these models do not assess the
context of CTI appropriately, lacking domain understand-
ing. We therefore, use “ATT&CK BERT,” a cybersecu-
rity language model [53]. ATT&CK BERT exhibits a
high understanding of the cybersecurity field, i.e., it puts
“stressers” and “booters” in the same topic (“Stresser
/Booter”: The first one is a legitimate tool to test a
system’s capacity, while the latter is mostly used for
malicious purposes, i.e. by overwhelming a system, and
often used in DDoS attacks). Another example is the topic
related to “Emails” where the model maps SMTP (Simple
Mail Transfer Protocol) correctly to the topic.7

We run many experiments to evaluate the remaining
selected topic model parameters (e.g., minimum cluster
size, minimum sample size) and compare the results based
on the number of outliers, the number of generated topics,
the minimum number of data items assigned to a topic,
and the interpretability of the generated word clouds.
The number of outliers was stable across multiple runs
(ranging between 100,000 and 120,000). Even the topic
interpretability within the word clouds did not change
significantly over multiple runs. We select a topic model
with a low number of outliers and a low number of topics
for ease of presentation (we select minimum cluster size
= 100, minimum sample size = 100). We document these
experiments in our repository [13], in which word clouds
from all experiment runs can be inspected.

For topic labeling, we use a combination of auto-
matic labeling with LLAMA-2 [52] and manual label
fine-tuning, as LLAMA-2 cannot label all topics due to
its guardrails.8 We review a sample of ten data items
assigned to each topic, the topic representations with the
word clouds, and the suggested LLAMA-2 label for man-
ual adjustments. One domain expert initially adjusts the
LLAMA-2 labels of each topic (when required), following
which two additional experts conduct a comprehensive re-
view to ascertain the precision and validity of the labeling.
The annotators agree on most cases (only minor wording

7. The word clouds of all topics are reported in our repository [13].
8. Upon requesting a topic label for some topics, LLAMA-2 replies:

I cannot fulfill your request. I’m just an AI assistant; it’s not within my
programming or ethical guidelines to create these labels.
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adjustments), with only a 2.4% disagreement, afterward
resolved through discussion.

4. Results

We now answer each research question from §1, address-
ing the relevance of data items to CTI (see §4.1), the
technical depth of the content (see §4.2) and the analysis
of topics across data sources (see §4.3).

4.1. RQ 1: Relevance of Data Items to CTI

After preprocessing, we use our CTI dictionary (see
§3.2.1) to evaluate our data items’ CTI relevance. Our
dictionary identifies 20.48% of all data as relevant to CTI.
Across the three datasets, underground forums have the
highest share of relevant data items (24.77%), followed by
chat channels (12.49%) and darknet websites (10.92%).9
Table 1 reports detailed numbers. For the following anal-
yses, we only use CTI-relevant data. Furthermore, due
to the large size of the dataset and for efficient use of
computing resources, we randomly select a subsample of
each dataset (13,000 from the relevant darknet websites
and 100,000 relevant items from both underground forums
and chat channels). We, thus, maintain a representative
dataset while reducing computational overhead. We run
all analyses on the subsample below.

Data Source Preproc. Relevant Relevant (%)
Underground forums 6,603,735 1,635,924 24.77%
Chat channels 3,404,093 425,256 12.49%
Darknet websites 118,442 12,937 10.92%
Total 10,126,270 2,074,117 20.48%

TABLE 1: Comparison of CTI-relevant Data Items across Datasets.
When comparing the number of relevant data items across data sources,
we consider the data items after preprocessing as baseline. Underground
forums exhibit the highest share of CTI-relevant data items

4.2. RQ2: Technical Depth of the Content

We analyze the technical depth of our three datasets, see
Figure 6. Recall that we define: (i) a technical dictionary –
for the identification of hashes, email addresses, log data,
tools, malware, etc. – and (ii) a non-technical dictionary –
encompassing CTI-relevant terms that may not correspond
directly to technical posts, in §3.2.1.

Most of the data in our datasets is non-technical in
nature: Across datasets, a minority of 7.3% of items are
technical, and an additional 7.8% cover both technical
and non-technical content, which highlights the complex
nature of CTI discussions. These hybrid posts may rep-
resent items wherein technical details are contextualized
with non-technical information, potentially making them
beneficial for both technical and strategic CTI analysis.

Furthermore, zooming into specific data sources that
are technical or technical and non-technical (both), we find
that darknet websites exhibit the highest share of these
data items (34.83%), followed by underground forums

9. A comparable analysis of darknet websites yields that 13% of dark-
net websites are relevant to the general concept of “hacking,” confirming
that our results are within a reasonable range considering the differences
in the studies’ setup [1].

(14.61%) and chat channels (13.26%).10 This indicates
that darknet websites are more suited to obtain information
about technical tools and related technical details. This
could be due to the perceived anonymity and security
attributed to darknet platforms, which makes them fa-
vorable for sharing such data. In contrast, chat channels
and underground forums often contextualize attacks and
provide more details on the strategic aspects of an attack.

Figure 6: Sankey Chart: Technical Complexity of the Data. We
visualize the number of non-technical data items, including the main key-
word matches from the non-technical dictionary, i.e. account/accounts,
server, etc. Additionally, we visualize the number of data items covering
technical discussions or those of a technical and non-technical nature
(both). For the technical or hybrid items, we report the number of those
covering MITRE software tools and hits from the technical regex (to
match, for instance, hashes, email addresses, or log data).

4.3. RQ3: Topic Analysis

Our final topic model results in 83 distinct topics. How-
ever, two topics (topics 21 and 45, collectively accounting
for fewer than 1,000 items) were excluded from further
analysis due to their lack of interpretability.11 We present
three representative topics (as examples) as word clouds in
Figure 7. The presented word clouds are created based on
the topic representations, i.e., the decisive words defining
a specific topic – words presented in larger fonts hold
greater relevance to the subject.

The main topics across the three datasets are visualized
in Figure 8. On the darknet websites, we identify many
topics related to “Carding,” “Data Leaks,” and “Hacking.”
On the underground forums and the chat channels the
topic distribution is more diverse, possibly due to the
nature of the discussions. “Account and Subscription Sell-
ing” is a prominent topic for both datasets. On the chat
channels, we observe an additional interest in “Servers”

10. Please note that these percentages are reported based on the total
number of data items per source and that darknet websites represent
the smallest number of data items. The exact numbers are reported in
Figure 6.

11. Moreover, among the remaining 81 topics, 9 topics are unrelated
to CTI. These unrelated topics are “Disinformation and Political Propa-
ganda,” “Discussions around Sexuality,” “Drug Selling,” “Flat Earth The-
ories,” “Gaming Culture,” “Cheating in Relationships,” “Gun Control,”
“Counterfeit Cash,” and “Passports.” Most of these topics are matched
by the dictionary constructed in §3.2.1 through keywords such as “fake”
(“Disinformation and Political Propaganda”) or “cheating” (“Cheating in
Relationships”). Topics unrelated to CTI account for 16.34% of the data
– with the topic “Disinformation and Political Propaganda” accounting
for 11.36% of all data.
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(a) Word Clouds of the Topic “DDos/Proxies” (b) Word Clouds of the Topic “Carding” (c) Word Clouds of the Topic “Hacking”

Figure 7: Examples of Word Clouds from our Topic Model. We present three-word clouds from the final topic model selected after running our
experiments, as delineated in §3.2.2. The word clouds capture the topic representations derived via BERTopic, emphasizing the 15 most pertinent
words defining each topic. The size of the words within the word clouds indicates their relative significance to the respective topic.

and “DDos/Proxies” – presumably mostly in commercial-
izing these. On underground forums, we identify a higher
interest of participants in “Hacking,” “Data Leaks,” and
“Scams.”

5. Discussion

This section discusses our findings and implications
(§5.1), potential limitations (§5.2) and future work (§5.3).

5.1. Findings and Implications

Our results show that underground forums, chat channels,
and darknet websites contain 20.54% CTI-relevant con-
tent (while also containing a lot of “noise” from a CTI
viewpoint). Within the relevant data, individuals produce
content explicitly referencing specific malware, hashes,
email addresses, or log data – however, most items do
not cover such specifics. Rather, the discussions reflect
more general exchanges on topics such as how to hack
accounts, attack servers, or insert malicious code. Thus,
sources such as those employed in our work can be used
for both strategic CTI (i.e., what kinds of risks, general
capabilities, and themes emerge) and technical CTI (e.g.,
to develop actionable solutions at the operational level).

Example 1 – A non-technical CTI data item from a forum:
“I just need someone to take down a target geo-blocked in
Korea.”

Example 2 – A technical CTI data item from a chat
channel: “Hello guys, do you have any idea how to disable
SSL on all pages except the home page?”

For all three sources, around one dozen topics cover
approximately four-quarters of the data items. The dis-
cussions on underground forums and chat channels are
more diverse than the content of darknet websites. In
fact, for the latter, the three topics (“Carding,” “Hacking,”
and “Data Leaks”) constitute 90% of data items. The
strong representation of the “Carding” topic (i.e., cyber-
crime related to stolen credit card information) on darknet
websites is perhaps indicative of the darknet coming with
higher entry barriers than, e.g., Telegram or Discord chats.
That is, relative to “Account and Subscription Selling,” a
prevalent topic in underground forums and chat channels,
“Carding” may be a more high-stakes crime because it
directly translates into financial theft. Conversely, sub-
scription selling may be seen as more low-risk from

a criminal’s perspective – explaining why the relatively
more easily accessible platforms like forums (which are
partly on the clearnet) and chats (which are all on the
clearnet) host more of these discussions.

Considering the diversity of topics in underground
forums and chat channels, including the coverage of more
niche topics such as “Passwords” or “VPNs,” the discourse
related to CTI on these platforms appears to be more
detailed compared to darknet websites. Adversaries and
cybercriminals provide more granularity in their discus-
sions: They do not simply discuss data leaks (whether in
the context of seeking or selling such data leaks, which
may include, among others, passwords), but rather devote
a relatively large share on details associated with “Pass-
words.” This is most likely due to the nature of forums
and chat channels wherein access to particular threads and
groups is often restricted to specific members. This allows
cybercriminals to discuss “recipes” to target potential vic-
tims and extensively compromise infrastructure. It is also
worth noting that the “instantaneous” nature of chats may
make them more conducive for real-time troubleshooting
(e.g., when interacting with servers/proxies). In contrast,
the darknet is mostly used for selling illegal software, data,
and goods. The only real discussions here are in comment
sections and blogs; these can be considered much more
limited and less detailed than those on underground fo-
rums and chat channels.

Regarding the intertwinement of the three ecosystems
(topic-wise), underground forums and chat channels can
be considered siblings, while the darknet, in this case,
would be a distant relative. This is because darknet mar-
ketplaces enable criminals to make quick profits. Selling
on forums and chat channels (other than accounts and
subscription selling) is most likely done directly through
private messaging, and obtaining such data is extremely
difficult.12 However, the items sold along these lines are,
in expectation, much more impactful (e.g., ransomware).
In detail, we observe the resemblance of topics between
underground forums and chat channels (see Figure 8);
these include “Account and Subscription Selling,” “Hack-
ing,” “Scams,” and “DDoS/Proxies.” The topic that is
prominent in each of the two sources is “Hacking.”

Our results suggest that different platforms may
(partly) be used for different cybercrime activities and,
accordingly, different cybercriminal profiles. These dif-
ferences highlight the importance of choosing the appro-
priate data source for CTI extraction depending on the
researcher’s or practitioner’s goal.

12. This data type is not available at a large scale.
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Figure 8: Topic Distribution across our Three Data Sources. We present the main topics, i.e. visualizing topics with shares over 2%.

5.2. Limitations

This section critically reflects our contributions and ac-
knowledges potential limitations. The first limitation per-
tains to the related work (§2). This paper is not a survey
paper. Still, our objective is to contribute by thoroughly
examining existing studies concerning data sources and
methods and identifying research gaps. We thus perform
a systematic and replicable literature review rather than
a conventional review of prior work. Despite this ap-
proach, we acknowledge the possibility of overlooking
some works that meet our inclusion criteria.

The second limitation regards the dictionary approach
to identifying CTI-related data items. We thoroughly re-
view the dictionary in multiple rounds and provide high
accuracy, as delineated in §3.2.1. Despite extensive opti-
mization of keywords, the dictionary may misclassify and,
in particular, yield some false positives. We favor a high
recall over a high precision, i.e., we prefer to include false
positives than to exclude true positives. This is mainly
driven by the fact that we further analyze the data with
the topic model. Following this approach, we enrich our
dictionary with some terms that may yield data items
unrelated to CTI, such as “infected,” or “fake” – which
will then be identified in the following steps of the NLP
pipeline, i.e., with the topic modeling.

The third limitation concerns the different pre-labeling
processes across all three data sources since each source
underwent an initial pre-labeling phase by their respective
providers prior to our analysis. This introduces a poten-
tial limitation in our study due to the “double labeling”
process and may impact the comparative analysis of CTI
relevance across these sources. For instance, different
providers may use different pre-labeling criteria. Such
differences could introduce inconsistencies in the base-
line relevance of content across sources. Our additional
labeling, which aims to standardize the assessment, may
interact differently with each source’s pre-labeled data.
Consequently, we must be cautious when drawing defini-
tive conclusions about the relative CTI relevance of dark-
net websites, forums, and chats. The observed differences
might partially be due to the double-labeling rather than
solely reflecting the characteristics of each source type.

The fourth potential limitation regards the topic model.
As documented in our repository [13], we choose the
hyperparameters in our experiments. We cannot rule out,
of course, that other parameter combinations would have
resulted in more meaningful analysis. Relatedly, we only

run the dictionary and the topic model on a subset of the
data (for computing efficiency). Finally, we focus only on
English data. This choice is made because English data
represents the most available data across our sample and
because this is to the best of our knowledge the first cross-
source analysis for CTI extraction.

5.3. Future Research

First, future work may analyze multi-lingual content,
allowing a comparison of differences in topics discussed
across geographic regions. Including various languages
could be addressed by using (i) a multi-language sentence
embedding model (however, to the best of our knowledge,
no multi-language sentence embedding model fine-tuned
for the cybercrime context exists yet), or (i) a monolingual
model for the respective language. Such changes can be
implemented directly in our NLP pipeline (§3.2).

Second, the core objective of the open-source NLP
pipeline is to enable research by simplifying the selection
of data sources. We encourage future research in the CTI
domain to apply our NLP pipeline to the data sources
of their interest, explore their respective content, and
then select a subset of the overall data for the specified
research objective, thereby increasing data quality in ac-
cordance with the research objective. An example where
this data could be used is for building and improving
attack taxonomies in various domains (e.g., AI [54], auto-
motive [55], embedded [56] or self-adaptive systems [57])
as well as for application in formal methods approaches
(e.g., attack model generation [58, 59]). These taxonomies
can help researchers and practitioners better understand,
categorize, and defend against potential threats specific to
each field.

Third, future research may examine features of the
non-CTI-relevant data identified in this work. In our anal-
yses, a few topics emerge as CTI-irrelevant (see §4.3).
For example, these topics include conspiracy theories
(specifically “Flat Earth Theories”), or “Disinformation
and Political Propaganda.” While these topics represent
false positives in our context as we filtered for CTI
relevance, they hint at various other anti-social activities
for which analyzing “first-hand” data from cybercriminals
could yield insights. The societal impact of such cyber-
crime often goes beyond direct financial losses. Cyber-
crime can cause personal harm to individuals and threaten
democratic institutions and social trust in general.
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6. Conclusions

We exhaustively analyze three types of “first-hand” data
sources from cybercriminals, i.e., underground forums,
chat channels, and darknet websites. Prior work underuti-
lizes intelligence from such sources as it requires lengthy
access processes. Most previous works identified in our
literature review do not explicitly state the reasons for
selecting specific data sources. Without transparent criteria
for data source selection, there may be biases (data chosen
by availability rather than suitability).

We aim to reduce the challenge of selecting suitable
data for future CTI extraction from such “first-hand”
sources. We, therefore, examine more than 10 million data
items extracted from underground forums, chat channels,
and darknet websites. We assess the sources based on their
relevance to CTI, the level of technical complexity, and
the main topics covered. We find that 1

5 of the “first-hand”
data sources is relevant to CTI. Further, such relevant data
requires targeted filtering to distinguish between content
that allows extracting actionable CTI (such as hashes of
malicious files yet unknown to the community) versus
more strategic CTI. Overall, the diversity of security topics
covered on darknet websites is lower – with a high focus
on “Carding” – compared to underground forums and chat
channels, suggesting that the various platforms are (partly)
leveraged for different criminal activities. In addition to
the meta-analysis of the “first-hand” data sources from cy-
bercriminals, we release our open-source tool to encourage
future researchers to perform similar data exploration of
their “first-hand” data with our validated NLP pipeline.
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method for automating the assessment of osint cyber threat
sources,” Computers & Security, vol. 113, 2022.

[42] M. R. Rahman, R. M. Hezaveh, and L. Williams, “What are the
attackers doing now? automating cyberthreat intelligence extraction
from text on pace with the changing threat landscape: A survey,”
ACM Computing Surveys, vol. 55, no. 12, pp. 1–36, 2023.

[43] H. Chen, R. Liu, N. Park, and V. Subrahmanian, “Using twitter to
predict when vulnerabilities will be exploited,” in Proceedings of
the 25th ACM SIGKDD International Conference on Knowledge
Discovery & Data Mining, 2019, pp. 3143–3152.

[44] J. Burt, “How cybercrims embrace messaging apps to
spread malware, communicate,” 2022. [Online]. Available:
www.theregister.com/2022/08/02/threat groups discord telegram/

[45] E. Montalbano, “Threat actors use telegram to spread
‘eternity’ malware-as-a-service,” 2022. [Online]. Available:
https://threatpost.com/telegram-spread-eternity-maas/179623/

[46] P. Hartel, E. Haspels, M. van Staalduinen, and O. Texeira, “Dark-
diff: Explainable web page similarity of tor onion sites,” arXiv
preprint arXiv:2308.12134, 2023.

[47] S. Pastrana, D. R. Thomas, A. Hutchings, and R. Clayton,
“Crimebb: Enabling cybercrime research on underground forums
at scale,” World Wide Web Conference, 2018.

[48] V. V. Nair, M. van Staalduinen, and D. T. Oosterman, “Template
clustering for the foundational analysis of the dark web,” in 2021
IEEE International Conference on Big Data. IEEE, 2021, pp.
2542–2549.

[49] “MITRE ATT&CK Software,” https://attack.mitre.org/software/.
[50] L. McInnes, J. Healy, and J. Melville, “Umap: Uniform mani-

fold approximation and projection for dimension reduction,” arXiv
preprint arXiv:1802.03426, 2018.

[51] R. J. Campello, D. Moulavi, and J. Sander, “Density-based clus-
tering based on hierarchical density estimates,” in Pacific-Asia
Conference on Knowledge Discovery and Data Mining. Springer,
2013.

[52] H. Touvron, L. Martin, K. Stone, P. Albert, A. Almahairi,
Y. Babaei, N. Bashlykov, S. Batra, P. Bhargava, S. Bhosale et al.,
“Llama 2: Open foundation and fine-tuned chat models,” arXiv
preprint arXiv:2307.09288, 2023.

[53] B. Abdeen, E. Al-Shaer, A. Singhal, L. Khan, and K. Hamlen,
“Smet: Semantic mapping of cve to att&ck and its application to

cybersecurity,” in IFIP Annual Conference on Data and Applica-
tions Security and Privacy. Springer, 2023, pp. 243–260.

[54] N. Pitropakis, E. Panaousis, T. Giannetsos, E. Anastasiadis, and
G. Loukas, “A taxonomy and survey of attacks against machine
learning,” Computer Science Review, vol. 34, 2019.

[55] I. Pekaric, C. Sauerwein, S. Haselwanter, and M. Felderer, “A tax-
onomy of attack mechanisms in the automotive domain,” Computer
Standards & Interfaces, vol. 78, 2021.

[56] D. Papp, Z. Ma, and L. Buttyan, “Embedded systems security:
Threats, vulnerabilities, and attack taxonomy,” in Annual Confer-
ence on Privacy, Security and Trust. IEEE, 2015, pp. 145–152.

[57] I. Pekaric, R. Groner, T. Witte, J. G. Adigun, A. Raschke,
M. Felderer, and M. Tichy, “A systematic review on security and
safety of self-adaptive systems,” Journal of Systems and Software,
vol. 203, 2023.

[58] R. Groner, T. Witte, A. Raschke, S. Hirn, I. Pekaric, M. Frick,
M. Tichy, and M. Felderer, “Model-based generation of attack-fault
trees,” in International Conference on Computer Safety, Reliability,
and Security. Springer, 2023, pp. 107–120.

[59] I. Pekaric, M. Frick, J. G. Adigun, R. Groner, T. Witte, A. Raschke,
M. Felderer, and M. Tichy, “Streamlining attack tree generation:
A fragment-based approach,” in 57th Annual Hawaii International
Conference on System Sciences, 2024, pp. 7447–7456.

[60] B. Elango, S. Matilda, and J. Jeyasankari, “Redefining search terms
for cybersecurity: A bibliometric perspective,” in Proceedings of
the International Conference on Recent Advances in Computational
Techniques, 2020.

[61] A. B. Dieng, F. J. Ruiz, and D. M. Blei, “Topic modeling in embed-
ding spaces,” Transactions of the Association for Computational
Linguistics, 2020.

[62] D. Blei, L. Carin, and D. Dunson, “Probabilistic topic models,”
IEEE Signal Processing Magazine, vol. 27, no. 6, pp. 55–65, 2010.

[63] D. Blei, A. Y. Ng, and M. I. Jordan, “Latent dirichlet allocation,”
Journal of Machine Learning Research, vol. 3, pp. 993–1022, 2003.

[64] F. Bianchi, S. Terragni, D. Hovy, D. Nozza, and E. Fersini, “Cross-
lingual contextualized topic models with zero-shot learning,” in
16th Conference of the European Chapter of the Association for
Computational Linguistics, 2021.

[65] G. E. Hinton and R. R. Salakhutdinov, “Replicated softmax: an
undirected topic model,” in Advances in Neural Information Pro-
cessing Systems, vol. 22, 2009.

[66] Y. Fang, Y. Guo, C. Huang, and L. Liu, “Analyzing and identifying
data breaches in underground forums,” IEEE Access, 2019.

[67] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and J. Dean,
“Distributed representations of words and phrases and their com-
positionality,” Advances in Neural Information Processing Systems,
2013.

[68] Z. Li, A. Mao, D. Stephens, P. Goel, E. Walpole, A. Dima,
J. Fung, and J. Boyd-Graber, “Improving the tenor of labeling:
Re-evaluating topic models for content analysis,” in Proceedings
of the 18th Conference of the European Chapter of the Association
for Computational Linguistics, 2024, pp. 840–859.

Appendix

1. Definition of the Dictionary

The final dictionary is curated in a structured approach,
which we now illustrate in four separate steps:

1) Definition of Initial Dictionary: Initially, we define a
technical and a non-technical dictionary to identify
CTI-relevant data. For the non-technical dictionary,
we combine the dictionaries of [18, 36, 39] as a
set and enrich them with the keywords from Elango
et al. [60]. This consolidation of multiple sources
ensures a broad coverage of CTI-related terminology.
The technical dictionary, on the contrary, is com-
posed of two sub-dictionaries: (i) a regex dictio-
nary consisting of 37 unique regular expressions to
identify hashes, email addresses, IP addresses, etc.,
and (ii) a software dictionary including 2,376 unique
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names of tools and malware commonly used by
adversaries according to the state-of-the-art list of
software from MITRE ATT&CK [49]. We exclude
any tools or malware with names shorter than four
characters. Note that only 0.018% of all MITRE
ATT&CK software entries fall into this category.13

2) Fine-tuning of the Dictionary: We randomly select
500 data items from each of the three datasets (1,500
in total) and label them manually (relevant versus
irrelevant to CTI). Two experts first label the data
sources independently and then discuss disagree-
ments to obtain consensus. This collaborative ap-
proach helps mitigate individual biases and ensures
a more reliable ground truth for evaluation. Next, we
run the dictionaries across the datasets and refine the
keywords of the non-technical and technical dictio-
nary in multiple rounds based on the manual review
of the results until we obtain a reasonable F-1 score
in the training data, cf. Table 2.

3) Dictionary Validation: To validate the dictionaries
on unseen test data (“test dataset”), we manually
annotated 200 randomly selected data items from
each dataset (underground forums, chat channels, and
darknet websites) and applied the final dictionary,
cf. Table 2. This step is crucial for assessing the
generalizability of our approach and its performance
on diverse and previously not seen data.

4) Review of Included versus Excluded Data Items: As
an additional plausibility check, we examine the word
frequencies of data items classified as relevant or
irrelevant to CTI. Specifically, we drop all stop words
and subtract the normalized word frequencies in one
category from those in the other to discern the most
distinctive terms, cf. Figure 9. Besides validating the
classification approach, the aforementioned analysis
also provides insights into the linguistic characteris-
tics of CTI-relevant content, which can potentially
lead to future improvements of the dictionary.

Train Test
Precision 0.7808 0.7267
Recall 0.9450 0.9356
F1 Score 0.8511 0.8180

TABLE 2: Dictionary Validation. We evaluate the performance of our
dictionary based on precision, recall, and F1 score in the train and test
dataset. We report the final scores for the train dataset – after multiple
rounds of fine-tuning the dictionary, as delineated above.

We release the final dictionaries in our repository [13].
After filtering for CTI relevance, we keep the following
number of data items: 1.6 million for underground fo-
rums, 430,000 for chat channels, and 13,000 for darknet
websites. The detailed results are presented in Table 1.

2. Background: Topic Modeling

Topic modeling is an unsupervised NLP technique with
the main objective of identifying and delineating abstract
“topics” inherent in a corpus of textual data (here posts,
chat messages, or websites). Topic modeling is widely
applied for exploratory data analysis [61–63]. The most

13. During the fine-tuning of the dictionary, delineated below, we
observe an increased number of false positives for these short terms.

Figure 9: Analysis of Normalized Word Frequencies: Data Items
Relevant (left) versus Not Relevant (right) to CTI – as filtered with
our custom dictionary. On the left, we observe terminologies pertinent
to CTI, such as “information,” “data,” and “hacking,” alongside terms
like “cards,” which we categorize under cybercrime. Conversely, on the
right, we observe more words associated with the selling of tangible
goods and their distribution.

well-known topic modeling method is LDA [63], a gener-
ative probabilistic model for textual data. However, LDA
considers documents and topics as Bag of Words (BoW),
and can hence not account for context, i.e., the relationship
between adjacent words in the text. Also, LDA can only
include words contained in its training corpus and thus
cannot handle unseen words by design [64]. Furthermore,
the topics inferred by LDA are often of poor quality
and misaligned with human judgment [65], as also noted
by [66] in their analysis of underground forums.

To overcome the aforementioned challenges, we can
use embedding models, enabling a model to account for
word context, e.g., realizing that “Air Canada” is different
than the set of words “Air” and “Canada” [67]. The com-
bination of pre-trained embeddings with topic modeling
led to neural topic models [68]. Examples of neural topic
models are Contextualized Topic Modeling (CTM) [64]
or BERTopic [9]. However, the core idea of BERTopic
and CTM differs substantially. The decisive difference is
that BERTopic allows the identification of outliers (i.e.,
data items that cannot be matched to any topic, and
provides additional outlier reduction techniques),14 while
CTM does not allow outliers by default.

14. One exemption is that when K-Means is used for clustering in
BERTopic every data item will be assigned to a topic; while when
selecting HDBSCAN for clustering (which is the default parameter)
outliers are automatically created.
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