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Abstract
Large Language Models have emerged as a promising tool for au-
tomated vulnerability detection, driven by their success in code
generation, repair, and integration into developer tools. However,
despite widespread adoption, a critical question remains unresolved:
Are LLMs truly effective at detecting real-world vulnerabilities? Cur-
rent evaluations, which often assess models on isolated functions or
files, ignore the broader execution and data-flow context essential
for understanding real-world vulnerabilities. This oversight leads
to two types of misleading outcomes: incorrect conclusions and
flawed rationales, collectively undermining the reliability of prior
assessments. Therefore, in this paper, we challenge three widely
held community beliefs: that LLMs are (i) unreliable, (ii) insensitive
to code patches, and (iii) performance-plateaued acrossmodel scales.
We argue that these beliefs are artifacts of context-deprived evalu-
ations. To address this, we propose CORRECT (Context-Rich Rea-
soning Evaluation of Code with Trust), a new evaluation framework
that systematically incorporates contextual information into LLM-
based vulnerability detection. We construct a context-rich dataset
of 2,000 vulnerable–patched program pairs spanning 99 CWEs and
evaluate 13 LLMs across four model families. Our framework elicits
both binary predictions and natural-language rationales, which are
further validated using LLM-as-a-judge techniques. Our findings
overturn existing misconceptions. When provided with sufficient
context, state-of-the-art LLMs achieve significantly improved per-
formance (e.g., 67% accuracy and >70% F1-score on key CWEs),
with precision nearing 0.8. We show that most false positives stem
from reasoning errors rather than misclassification, and that while
model and test-time scaling improve performance, they introduce
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diminishing returns and trade-offs in recall. Finally, we uncover
new flaws in current LLM-based detection systems, such as limited
generalization and overthinking biases.
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1 Introduction
In recent years, Large Language Models (LLMs) have rapidly gained
traction in the field of vulnerability detection. Their strong per-
formance in a variety of code-related tasks, ranging from code
generation to program repair, has led to widespread adoption in
security-critical workflows. Industry reports and academic trends
both reflect this momentum: LLMs were embedded into developer
tools such as GitHub Copilot [15] and Cursor [7], offering inline sug-
gestions and real-time vulnerability analysis. On the research front,
a growing number of studies [11, 30, 43, 51] have evaluated LLMs
for detecting logic bugs and security vulnerabilities, suggesting
a promising future for LLM-driven secure coding. This enthusi-
asm is further fueled by a practical need: with over 20,000 CVEs
reported in 2024 [8], organizations are under increasing pressure
to reduce detection costs, speed up mitigation, and handle complex,
cross-language codebases [21]—all areas where LLMs seem to excel.

Yet, despite this growing attention, a fundamental question re-
mains unanswered: Are LLMs actually good at detecting real-world
vulnerabilities? While recent work has attempted to answer this
by benchmarking LLMs on isolated code functions or files [11,
47, 51, 58], these evaluations often ignore the broader execution
or data-flow context that governs real-world vulnerabilities. In
real software systems, critical logic is distributed across multiple
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functions and files, meaning that vulnerabilities may only become
apparent when viewed in context. This gap between realistic sce-
narios and the granularity of current evaluations has led us to
a key concern: current benchmarks may not be measuring what
truly matters. Specifically, we find that context-free evaluations
often result in two types of misleading outcomes: UO(I) Incorrect
Conclusion: The LLM reaches a plausible but incorrect decision
(e.g., falsely reporting a patched program as vulnerable) due to
insufficient input, misaligning with the ground-truth label. UO(II)
Incorrect Rationale: The LLM may guess the label correctly but
for the wrong reason, missing the actual vulnerability while citing
irrelevant code fragments. These outcomes suggest that the relia-
bility of past LLM evaluations has been significantly compromised
by contextual blindness.

Nonetheless, the security community has already formed a set
of influential (but potentially flawed) consensus beliefs based on
various evaluations (none of which have accounted for context):
• Consensus #1- Unreliable. LLMs’ ability to detect vulnera-
bilities is comparable to or even worse than random guessing,
suggesting that they struggle to effectively identify vulnerabili-
ties.

• Consensus #2- Insensitive. In pair-wise evaluations, LLMs
exhibit precision levels that are only slightly better than random
guessing, coupled with a significantly high (1, 1) proportion,
meaning that LLMs treat both the original vulnerable code and
the patched code as having nearly equal likelihoods of being
vulnerable. This highlights their inability to reliably differentiate
patched code from its original vulnerable counterpart.

• Consensus #3- Plateaued. The vulnerability detection perfor-
mance of LLMs shows only minor differences across various
architectures and sizes. Furthermore, as models become more
capable or increase in scale, their ability to detect vulnerabilities
does not show meaningful improvement.
This brings us to a critical turning point: Are these consensus

beliefs valid, or are they artifacts of flawed evaluation pipelines?
To answer this, we propose CORRECT (Context-Rich Reasoning
Evaluation of Code with Trust), a new framework for systematically
evaluating LLMs in vulnerability detection under context-rich set-
tings. Our core idea is to comprehensively collect as much relevant
contextual information as possible—such as callee functions and
type declarations—to support the LLM during the detection pro-
cess, while leveraging vulnerability information to focus solely on
the ground-truth vulnerabilities with proper context during eval-
uation. CORRECT proceeds in three stages. First, we construct a
new dataset containing 2,000 vulnerable–patched code pairs across
99 CWEs, each embedded with relevant execution and data con-
text to support accurate detection. Second, we design context-rich
prompts to elicit both binary predictions and human-readable ra-
tionales from the LLMs. Finally, we employ an LLM-as-a-judge
mechanism to verify that the rationales correctly identify the root
cause of each vulnerability and avoid misclassifying patched vulner-
abilities as active. This design allows us to assess not just whether
a model gets the right answer, but why.

Our evaluation spans 13 LLMs across four major model families
(Qwen, Llama, DeepSeek, and OpenAI), covering sizes from 7B to

671B. Our results provide strong evidence that the three community-
wide consensuses are not just inaccurate—they are misunderstand-
ings caused by the absence of context in prior benchmarks. We
summarize our key findings as follows:
• Contextual Information Reveals Underestimated Model
Performance. Prior evaluations that omitted contextual infor-
mation significantly underestimated the true capability of LLMs
in vulnerability detection. Under a context-rich evaluation frame-
work, the state-of-the-art model (DeepSeek-R1) achieves an accu-
racy of 67%, with particularly strong performance on structurally
consistent vulnerability categories such as CWE-664 (e.g. out-
of-bounds access) and CWE-682 (e.g. integer overflow), where
the F1-score exceeds 70%. These results demonstrate that, when
supplied with appropriate context, LLMs can reason effectively
about a wide range of vulnerability types.

• Discrimination Is Not the Bottleneck, but Reasoning Limi-
tations Obscure True Capability. LLMs demonstrate a strong
ability to differentiate between vulnerable and patched code,
achieving precision scores approaching 0.8 and exhibiting a
relatively low rate of misclassifying patched code as vulnera-
ble (~10%). Detailed analysis reveals that only a small subset of
false positives (~9.5%) result from an actual failure to recognize
the presence of a patch. The majority arise from reasoning er-
rors—specifically, the incorrect belief that the applied patch is
incomplete. This indicates that the primary challenge lies not in
binary classification, but in accurately identifying and reasoning
about the root cause of vulnerabilities.

• Scaling Enhances Performance, but with Diminishing Re-
turns and New Trade-offs. Both model scaling (i.e., increasing
parameter size) and test-time scaling (i.e., extending reasoning
steps or output length) contribute to improved detection perfor-
mance. However, the observed improvements are often incre-
mental and come at a cost. For example, increasing the number
of reasoning tokens fivefold yields only a modest 5% gain in
accuracy. Moreover, extended reasoning introduces conserva-
tive biases that reduce recall by approximately 10%, suggesting
a fundamental trade-off between precision and vulnerability as-
sessment. These findings highlight that while scaling is beneficial,
it is not a panacea and must be approached with caution.

Contributions: This paper makes the following contributions:
• We propose CORRECT, a novel framework that addresses the
evaluation flaws caused by missing context in vulnerability de-
tection. CORRECT provides a high-quality dataset with 98% label
accuracy, containing 2,000 program pairs and covering 99 CWEs.
To date, it is the most context-rich dataset available for vulnera-
bility detection. Our dataset and code are available1.

• We demonstrate that the three prevailing consensuses within the
community are, in fact, misconceptions, stemming from flawed
evaluation methodologies that overlook contextual information
and consequently lead to erroneous conclusions. By rectifying
these misconceptions, we provide evidence that the vulnerability
detection capabilities of LLMs have been underestimated.

1https://anonymous.4open.science/r/CORRECT

https://anonymous.4open.science/r/CORRECT
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• We identify new flaws in LLM-based vulnerability detection,
including the inability to accurately detect vulnerabilities, a sig-
nificant lack of generalization capability for out-of-distribution
vulnerabilities, overthinking tendencies in reasoning models, and
limitations of test-time scaling. These findings provide a clearer
direction for future work.

2 Background and Related Work
2.1 Reasoning with LLMs
Psychologists describe two different ways the human brain forms
thoughts [24, 45], i.e., System 1 and System 2. System 1 involves
fast, intuitive, and unconscious processing and operates automati-
cally and effortlessly, like stopping automatically when the traffic
light turns red. In contrast, System 2, a.k.a., reasoning, is char-
acterized by slow, deliberate, and logical processes that require
conscious effort and careful thought, such as planning a multi-day
trip itinerary. Reasoning is regarded as a fundamental human ability
extensively studied in psychology and cognitive science [48].

Recent works [22, 59] have shown that LLMs can perform both
System 1 and System 2 thinking. System 1 thinking in LLMs refers
to directly generating an answer without explicit processes. System
2 thinking, i.e., reasoning, involves the LLM engaging in deliberate
thought before arriving at a final conclusion. The intermediate
output of this reasoning process is called the rationale, while the
final output is referred to as the conclusion, as shown in Figure 1.

Think longer

More accurate

Test-time scaling

ReasoningQuestion

Rationale

Conclusion

Prompt-driven Finetune

e.g. CoT, ToT

In
fe
re
nc
e

Reasoning LLM

Sequential
scaling

Parallel
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Figure 1: Reasoning with LLMs.

Compared to System 1 thinking, reasoning achieves higher accu-
racy by decomposing complex tasks into sequential steps. It also en-
hances interpretability, as the intermediate rationale provides trans-
parent insights into LLM’s decision-making process. Recent works
further demonstrate that LLMs exhibit testing-time scaling proper-
ties [46]—allocating more computation time (e.g., additional reason-
ing steps) during inference improves LLMs’ accuracy. Testing-time
scaling falls into two categories [32]: sequential scaling, where later
computations depend on earlier ones (e.g., extending a single ratio-
nale), and parallel scaling, where computations run independently
(e.g., majority voting). Consequently, reasoning has been widely
adopted across domains to enhance answer accuracy [1, 4, 9, 19].

LLMs can perform reasoning in two distinct paradigms [20]. The
first, referred to as prompt-driven reasoning, leverages tech-
niques such as Chain-of-Thought (CoT) [54] and Tree-of-Thought
(ToT) [56] to enable a general LLM to engage in a “thinking” pro-
cess before generating a response. The second, known as fine-
tuned reasoning, involves using reinforcement learning [17, 18,
28] for reasoning tasks or fine-tuning the LLM on reasoning-specific

datasets via supervised fine-tuning (SFT) [19, 39]. LLMs fine-tuned
in this manner are also referred to as reasoning LLMs, e.g., DeepSeek-
R1 [17] and o3-mini [35]. In contrast, general LLMs that have not
been fine-tuned specifically for reasoning tasks are referred to as
non-reasoning LLMs.

2.2 LLM for Vulnerability Detection
The remarkable performance of LLMs in code-related tasks has
driven their rapid adoption for vulnerability detection. Initially,
the community relied on basic queries, where the LLM was sim-
ply provided with the target code and asked to identify potential
vulnerabilities [14]. While techniques like fine-tuning [11] can im-
prove the accuracy of LLM-based vulnerability detection, they often
require modifying model parameters and retraining the model, mak-
ing them less practical for many applications. Consequently, more
attention has been focused on approaches that enhance detection ca-
pabilities through prompt engineering or additional data, which do
not require altering the core model. Subsequent improvements have
adopted two main approaches to further boost detection accuracy:

• RAG-enhanced Vulnerability Detection: Retrieval Aug-
mented Generation (RAG) [13, 27] enhances the accuracy
of LLM responses by retrieving relevant knowledge from
external sources and augmenting input prompts with this in-
formation. This approach addresses the limitations of LLMs
in domain-specific knowledge gaps while mitigating hallu-
cinations by grounding responses in retrieved evidence. In
vulnerability detection, RAG retrieves code snippets with
known vulnerabilities or patches that are semantically sim-
ilar to the target code [12, 47]. However, it relies solely on
semantic similarity to determine which external knowledge
to incorporate without guaranteeing that the target code
shares the same vulnerabilities as the retrieved snippets. A
RAG example is presented in Appendix A.

• Reasoning-enhanced Vulnerability Detection: Recent
studies show that reasoning significantly improves both
accuracy and interpretability in LLM-based vulnerability
detection systems [33, 49, 51]. Reasoning leverages LLMs’
advanced logical capabilities by decomposing complex prob-
lems into smaller steps [33]. It enables LLMs to identify
subtle code flaws—such as intricate control flows or unsafe
data handling—that non-reasoning methods often miss. For
example, reasoning-enhanced methods can analyze whether
a variable might become NULL under specific conditions,
exposing potential Null Pointer Dereference vulnerabilities.
Moreover, during the reasoning process, LLMs demonstrate
self-reflection [37] and adaptive decision-making, allowing
them to refine their analysis and correct errors. This iterative
refinement mechanism effectively enhances vulnerability
reasoning [42].

Limitations of Existing Evaluations. Table 1 summarizes exist-
ing evaluations of LLMs’ vulnerability detection capabilities. These
works suffer from three key limitations that lead to biased or unre-
liable conclusions. First, missing context. As illustrated in §3, evalu-
ations based on isolated functions or files (e.g., [11, 29, 47, 51]) pro-
duce unreliable outcomes due to insufficient contextual information.
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Table 1: Evaluations of LLM-based vulnerability detection.

Work
Real
World
Dataset

Mitigating
Context

Limitation

Label
Accuracy

Rationale
Evaluation

SecLLMHolmes [51] ✗✓ ✗ ✓ ✗✓
Steenhoek et al. [47], PrimeVul [11] ✓ ✗ ✓ ✗

VulEval [55]
VulnSage [61], JitVul [57] ✓ ✗✓ ✓ ✗

VulnLLMEval [60], SCoPE [16]
Yin et al. [58], Khare et al. [26] ✓ ✗ ✗ ✗

VulDetectBench [29] ✗✓ ✗ ✗ ✗
Gao et al. [14], LLM4Vuln [49] ✗✓ ✗✓ ✗ ✗

CORRECT ✓ ✓ ✓ ✓

Some works perform context augmentation by incorporating caller-
callee relationships in the code to address the issues [14, 49, 55, 57].
However, they fail to capture complex syntactic dependencies be-
yond direct function calls. Tomitigate the impact of missing context,
VulnSage [61] introduces “not sure” responses as an alternative to
binary classifications. However, it fails to fundamentally address
the context-missing issue. Second, low label accuracy. Work [6]
demonstrates that flawed data collection methods frequently yield
low label accuracy, severely skewing evaluation results. Multiple
studies [14, 16, 26, 29, 49, 58, 60] employ datasets with label accu-
racy as low as 20%–71% [6], critically compromising their findings’
validity. Third, overlooked reasoning. Existing studies lack rationale
evaluation, representing a critical disconnect from the widespread
adoption of reasoning techniques in vulnerability detection. Se-
cLLMHolmes [51] pioneers rationale assessment by comparing
them against manual ground-truth annotations, but this approach
is labor-intensive and non-scalable.

3 Motivation and Problem Statement
3.1 Motivation
As the reasoning capabilities of LLMs continue to advance, prompt-
driven reasoning methods (e.g., Chain-of-Thought [54]) and rea-
soning LLMs (e.g., DeepSeek-R1 [17], o3-mini [35]) are becoming
increasingly mainstream. Those reasoning-centric LLMs not only
predict the presence of vulnerabilities but also provide detailed ratio-
nales to justify their conclusions. However, most existing studies on
LLM-based vulnerability detection remain limited to function-level
or file-level analysis [44], i.e., examining isolated snippets of code
extracted from individual functions or files. This narrow scope often
overlooks the broader program context that governs the code’s be-
havior, which is critical for accurate reasoning. As a result, limited
context can lead to undesired outcomes (UO) in vulnerability detec-
tion, affecting either the conclusions or the underlying rationales:
UO(I) – Incorrect Conclusion: Missing context can lead LLMs
to produce logically sound explanations, while the actual conclu-
sion (i.e., whether a vulnerability exists) may still be wrong. Fig-
ure 2 illustrates this issue using an example of an out-of-bounds
write vulnerability. As shown in Figure 2, the vulnerability origi-
nates enl_ipc_get function (Figure 2(a)), where the len variable
(declared as unsigned short) overflows when processing inputs
larger than 64KB (line 8). This leads to incorrect memory alloca-
tion via erealloc (line 9), enabling an out-of-bounds write during
strcat execution (line 10). The official patch replaces len’s type

with size_t, theoretically supporting up to 16 exabytes of data.
However, the patch’s validity hinges on erealloc’s implementa-
tion context. Without Figure 2(b), the patched code could still be
deemed vulnerable: if erealloc fails, LLMs might assume standard
realloc semantics (returning NULL), causing strcat to derefer-
ence a null pointer. In reality, erealloc terminates the program via
eprintf (lines 5, 10 in Figure 2(b)), preventing the vulnerability.

This contextual gap critically impacts evaluation accuracy, as
shown in Figure 2(c): When analyzing only Figure 2(a), GPT-4o
logically infers potential erealloc failures and flags strcat as
vulnerable, outputting HAS_VUL, which conflicts with the ground-
truth label (patched code marked NO_VUL). However, even when the
predicted label is inconsistent with the ground-truth, the rationale
is reasonable without context - even human experts cannot reliably
judge vulnerabilities without full context, let alone AI models. This
can lead to poor detection performance being incorrectly attributed
to the model’s deficiencies during evaluating its capabilities, when
in fact, it is caused by the evaluation’s shortcomings.
UO(II) – Incorrect Rationales: Missing context can also lead an
LLM to arrive at the correct predicted label based on an incorrect ra-
tionale. That is, when presented with a vulnerable function, an LLM
may only correctly determine that a vulnerability exists. However,
this does not necessarily mean that the model has accurately iden-
tified the true nature or location of the ground-truth vulnerability.
Instead, the model might erroneously flag non-ground-truth sec-
tions of the code as vulnerable. For instance, consider themsg_data
parameter in Figure 2(a). On line 5, there is an implicit assump-
tion that msg_data is at least 12 bytes in size, which is valid by
default. However, since the LLM lacks this context (and it’s almost
impossible to provide this kind of contextual knowledge in practice),
it concludes that line 5 contains a vulnerability (Figure 2(d)) and
predicts the label HAS_VUL. However, even though the predicted
label matches the ground-truth label HAS_VUL, this does not mean
that the LLM has truly detected the ground-truth vulnerability.
Traditional evaluation methods based solely on predicted labels
would mistakenly assume that the LLM produced the correct result,
thereby overestimating the model’s ability.

3.2 SOTA Consensus and Problem Statement
From §3.1, it is evident that the absence of context can lead to
flawed reasoning and incorrect conclusions in vulnerability detec-
tion, thereby compromising the validity of evaluations. However,
existing evaluation methodologies have not systematically exam-
ined the impact of missing context. This naturally raises concerns
about the objectivity and reliability of conclusions drawn by current
state-of-the-art (SOTA) approaches. In what follows, we present
three widely recognized consensus points regarding the limitations
of LLM-based vulnerability detection.

Consensus #1- Unreliable: LLMs’ vulnerability detection
capabilities are on par with or worse than random guessing,
indicating LLMs cannot effectively detect vulnerabilities.

Recent studies question the practical utility of LLMs in vulnerability
detection. SecLLMHolmes [51] evaluated GPT-4 on 15 real-world
file-level vulnerabilities, achieving only a 13% (1,0) proportion (cor-
rect on both vulnerable and patched code, refer to §5.1). Ding et
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In ```message = (char *) erealloc(message, len + 1);```
If erealloc() fails and returns NULL, message will be 
overwritten with NULL, and the previously allocated memory 
will be lost, causing a memory leak.
This is a vulnerability (HAS_VUL).

1 void *erealloc(void *ptr, size_t n) {  //depth = 1
2 void *p;
3 p = realloc(ptr, n);
4 if (p == NULL)
5 eprintf("realloc of %p by %u 

bytes failed:", ptr, n);
6 return p;
7 }
8 void eprintf(char *fmt, ...) {         //depth = 2
9 ...

10 exit(2);
11 }

1 char *enl_ipc_get(const char *msg_data) {
2 - static unsigned short len = 0;
3 +    static size_t len = 0;
4 char buff[13]; buff[12] = 0;
5 for (i = 0; i < 12; i++) buff[i] = msg_data[i];
6 blen = strlen(buff);
7 if (message != NULL) {
8 len += blen;
9 message = (char *) erealloc(message, len + 1);

10 strcat(message, buff);
11 } ...
12 }

(b) Callee Context(a) Vulnerable Function and Patch

(c) UO(I) – Incorrect Conclusion (d) UO(II) - Incorrect Rationales

When the patched version (a) /*No callee*/ was given to GPT-4o: When the vulnerable version (a) + (b) /*No precondition*/ were given to GPT-4o :

The function does not verify whether msg_data is at 
least 12 bytes long before accessing it. 
If msg_data is shorter than 12 bytes, this may cause 
out-of-bounds reads.
This is a vulnerability (HAS_VUL).

Reasonable
Rationale

Non-Ground-Truth Rationale

Call

Call

Non-Ground-Truth Conclusion Correct Conclusion

Figure 2: (a) CVE-2017-7875, an out-of-bounds write vulnerability. (b) Essential callee context for (a). (c) A reasonable rationale
but an incorrect conclusion. (d) A correct conclusion, but a wrong rationale (non-ground-truth vulnerability).

al. [11] applied CoT for function-level detection, reporting (1,0)
proportions of 6.21% (GPT-3.5) and 12.94% (GPT-4), both below the
22.7% random-guessing baseline. Works [47, 58, 60] also achieved
results that are close to or even weaker than random.

Consensus #2- Insensitive: In pair-wise evaluations, LLMs
exhibit precision levels close to random guessing and an ex-
ceptionally high (1, 1) proportion (false positives on patched
code), suggesting that they struggle to effectively differen-
tiate patched code from its original vulnerable counterpart.

Results from previous works on paired evaluation (evaluated on
both vulnerable and patched code) suggest that LLMs face signif-
icant challenges in differentiating patched code from vulnerable
code. For instance, Ding et al. [11] found that GPT-4 with CoT
reasoning achieved a (1, 1) proportion of 54.26% on paired data,
translating to a precision of approximately 0.52—close to the 0.5
threshold of random guessing. This implies that in more than half
of the cases, GPT-4 incorrectly classified patched functions as vul-
nerable. Additionally, VulnLLMEval [60] demonstrated that across
10 models ranging from 7B to 70B parameters, the precision for
vulnerability detection at various levels (e.g., single function, multi-
functions, or multi-files) only reached between 39% and 57%.

Consensus #3- Plateaued: The vulnerability detection capa-
bilities of LLMs exhibit only slight variations across different
architectures and sizes. Moreover, as models grow in capa-
bility or scale, their ability to detect vulnerabilities does not
demonstrate significant improvement.

Steenhoek et al. [47] found that the balanced accuracy (equiv-
alent to accuracy in a balanced dataset) of all models, ranging from
7B LLMs to GPT-4-turbo, lies between 0.5 and 0.55. The perfor-
mance differences among these models are minimal, and no clear
scaling law with respect to model size was observed. Similarly, Yin

et al. [58] reported that the few-shot vulnerability detection F1-
scores for models ranging from 6.7B to 34B parameters fall within
0.084–0.128, with differences as small as approximately 0.04. Ad-
ditionally, Khare et al. [26] evaluated vulnerability detection on a
real-world C/C++ dataset and found that F1-scores for models rang-
ing from 1.5B to GPT-4 hover around 0.6 (with the 1.5B model even
outperforming GPT-4), leading them to conclude that “performance
does not improve with scale.”

These three consensus points (unreliable detection, insensitivity
to patches, and plateaued performance) raise important questions
about the effectiveness of current evaluation practices for LLM-
based vulnerability detection. They hint that existing benchmarks
may not fully capture a model’s reasoning ability or its understand-
ing of underlying vulnerabilities. These observations suggest that
a more comprehensive benchmark is needed: one that accounts for
contextual reasoning, traces the logic behind predictions, and helps
disentangle model limitations from measurement artifacts. Such a
benchmark would offer a clearer lens through which to evaluate
and improve LLM-based vulnerability detection.

4 Design of CORRECT
We propose a novel evaluation framework for LLM-based vulner-
ability detection, named CORRECT (Context-Rich Reasoning Eval-
uation of Code with Trust), designed to mitigate evaluation flaws
caused by UO(I) and UO(II) (whether conclusive or inferential) that
may arise due to limited context. The core idea is to comprehen-
sively gather as much relevant contextual information as possible
to support the LLM during the detection process. Subsequently, we
leverage vulnerability information to focus specifically on evaluat-
ing ground-truth vulnerabilities within the appropriate context. Our
framework operates through three stages: (1) Vulnerability Code
Context Establishment collects extensive code dependencies
and vulnerability-specific information; (2) Context-Rich Prompts
Construction employs dual prompts (vulnerability assessment and
rationale evaluation) incorporating code, patches, and contextual
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data; and (3)Assessment Generation applies standardized metrics
with two evaluation modes—Lenient Mode (accepting approximate
detections) and Strict Mode (enforcing precise vulnerability attri-
bution through feedback loops). Note that CORRECT serves as an
evaluation framework rather than a detection tool, systemat-
ically analyzing LLMs’ reasoning capabilities in security contexts.

4.1 Vulnerable Code Context Establishment
Vulnerable code context establishment consists of two phases: (i)
codebase and vulnerability collection and (ii) code context build.
First, we gather vulnerable code (as well as the corresponding vul-
nerability information) and patched function-level code to enable
side-by-side comparison. Then, we construct rich contexts for each
function by extracting relevant preconditions and execution logic
using slicing and code property graphs.
(Phase I) Codebase and Vulnerability Collection.We collect
not only the code base containing the vulnerability (as well as
the vulnerability information, such as CVE descriptions) but also
the corresponding patched version following the well-established
practice (e.g., [11, 51]). The key insight behind it stems from ex-
isting research showing that LLMs often struggle to distinguish
between vulnerable code and its patched (non-vulnerable) coun-
terpart [10, 41], as stated in Consensus #2. Thus, paired evaluation
helps investigate this issue.

Specifically, given a CVE record and patch commit URL, we first
clone the repository and extract the patch diff (➀); Then, we filter
commits to retain only function-level modifications (➁), consistent
with prior work [11, 47, 58]; Finally, we extract vulnerable/patched
function pairs from both repository versions as LLM inputs. Struc-
tured vulnerability information (CVE IDs, CWE categories, and
descriptions) is extracted from authoritative sources like NVD [34].
Additionally, the commit messages are collected to describe vulner-
abilities and patches.
(Phase II) Code Context Build. We prepare the context for both
vulnerable and patched code. The context of a function is cate-
gorized into three types: precondition (conditions that must hold
before execution), execution logic (statements involved during exe-
cution), and postcondition (conditions that must hold after execu-
tion). To be more specific:
• Precondition: Preconditions define the conditions required for
correct function execution (e.g., whether a variable can be NULL),
which is crucial for accurate vulnerability detection. Without
them, LLMs might assume a “may analyze” scenario where all ex-
ternal inputs could be NULL, leading to numerous false positives in
detecting null pointer dereferences. While precondition inference
remains an active research area, existing methods [3, 31, 36] face
scalability limitations due to their reliance on runtime traces and
struggle with complex vulnerability contexts. To address incom-
plete preconditions, we adopt a lightweight solution: marking
unrelated variables. Specifically, during prompt construction, we
explicitly mark unrelated function parameters (those without
data/control-flow influence on vulnerable statements) as irrel-
evant, effectively curbing the LLM’s spurious speculation and
reducing false positives caused by a lack of context.

• Execution Logic: Execution logic comprises all statements exe-
cuted during function execution, including callee functions and
macros for transparency, along with type declarations and global
variable types, as summarized in Work [40] and illustrated in
Figure 2(b). However, large projects with deep call hierarchies of-
ten produce excessive context sizes that exceed LLM limitations.
To balance comprehensiveness and feasibility, we implement
three optimizations: (1) backward/forward slicing to retain
only vulnerability-relevant statements, (2) exclusion of stan-
dard library definitions (e.g., printf) presumed to be within
the LLM’s knowledge base, and (3) a two-layer callee depth
restriction—empirically validated to suffice for most cases—that
captures immediate callees and their direct descendants.

• Postcondition: Postconditions define expected states after func-
tion execution (e.g., ensuring non-NULL return values to prevent
null pointer dereferences in calling functions). Like precondi-
tions, they cannot be fully captured through static analysis. We
exclude postconditions from our approach because: (1) their vul-
nerability status often depends on developer expectations rather
than code semantics; (2) related vulnerabilities typically manifest
externally; and (3) manual analysis of 50 patches revealed only 2
cases (4%) requiring postcondition consideration.
Following our established guidelines, we extract vulnerability-

related program elements and annotate relevant parameters using
Code Property Graphs (CPGs) - unified graph representations cap-
turing program syntax, control flow, and data dependencies (➂). To
optimize resource usage for large projects (e.g., Linux kernel), we:
(1) select vulnerable/patched functions as entry points for initial
file filtering, creating a focused subproject; (2) construct CPGs for
this subset; and (3) perform graph slicing to extract execution con-
texts along slicing paths (➃), including: callee functions/macros,
global variables, type declarations, library imports, and slicing path
parameters (statement indices and related parameters). We extract
and merge contexts from both vulnerable and patched versions
(➄), then remove the modified functions (which are exclusively
internal functions per our commit selection criteria) to isolate the
unchanged portion common to both versions - the Shared Context.
This yields three key components: vulnerable functions, patched
functions, and their shared context. For evaluation, we construct
paired prompts using the vulnerable/patched functions to assess
the LLM’s detection capability.

4.2 Context-Rich Prompts Construction
This stage generates two core evaluation prompts: (1) The context-
rich vulnerability assessment prompt combines target functions with
shared context (§4.1) to test the LLM’s vulnerability identification
accuracy against ground-truth, while simultaneously establishing
the contextual basis for subsequent analysis; and (2) The rationale
assessment prompt, constructed post-detection, incorporates vul-
nerability information and the LLM’s initial rationale to evaluate
whether the explanation correctly identifies (or falsely alarms) the
ground-truth vulnerability.
(Prompt I) Context-Rich Vulnerability Assessment Prompt.
This prompt evaluates LLM vulnerability detection through ratio-
nale generation. It includes: (1) CWE descriptions for specialized
vulnerability detection, following [47, 51]; (2) Context-Rich Code
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Figure 3: The three stages of the CORRECT are as follows: The constructed functions and shared context are used in (b)-I; the
rationales generated in (b)-I are evaluated for correctness by (b)-II, which employs LLM-as-a-judge. Finally, the assessment is
conducted in (c). In (c)-Lenient Mode, only the key outcomes are displayed in this figure, with further details provided in §4.3.

prepared in §4.1, including callee functions/macros, global variables,
type declarations, library imports, and slicing paths/parameters; (3)
Assumptions restricting analysis to marked the slicing parameters
and statements with the comment “//potential”; and (4) Instruc-
tions for zero-shot CoT reasoning to output HAS_VUL/NO_VUL con-
clusions. We adopt zero-shot CoT because: (a) it avoids example se-
lection biases present in few-shot approaches [47], and (b) advanced
prompting techniques prove ineffective for SOTA LLMs [52]. For
each vulnerability, we generate paired prompts (vulnerable/patched
versions) to obtain detection rationales and conclusions. See Ap-
pendix E for the detailed prompt.
(Prompt II) Rationale Assessment Prompt. This prompt eval-
uates the correctness of LLM-generated rationales from Prompt
I’s preliminary results, with the evaluation being conducted by an-
other model acting as an LLM-as-a-judge. Our prompt incorporates
the initial rationale alongside ground-truth evidence (CVE descrip-
tion, CWE classification, commit message, and code diff) to assess
alignment with known vulnerabilities (see Appendix E for struc-
ture). Crucially, our framework implements contrastive capability
assessment by evaluating both vulnerable and patched versions: for
vulnerable functions, the rationale must correctly identify the root
cause. If multiple causes are provided by the LLM, it is acceptable as
long as the root cause is included, since other causesmay result from
UO(II) and cannot be judged as unreasonable. For patched versions,
the rationale must avoid false alarms — the LLM should not report a
vulnerability for the ground-truth patched vulnerability. Reporting
additional causes is allowed, as they may arise from UO(I) and also
cannot be judged as unreasonable. This dual evaluation ensures
that the LLM understands vulnerability distinctions, addressing
our core research challenge. For both cases, the structure of the
prompt remains consistent except for the instruction. The success
criteria also differ appropriately: correct vulnerability attribution
for vulnerable code and correct non-flagging for patched code.

Table 2: Evaluation outcomes under lenient and strict modes.

Ground-Truth LLM
Prediction

Rationale
Correctness Lenient Mode Strict Mode

(𝑟𝑣 ) (𝑟𝑝 ) (𝑟𝑟 ) Output Output

1 (Vul.) 1 (Vul.) T TP TP
1 (Vul.) 1 (Vul.) F FN FN
1 (Vul.) 0 (Pat.) – FN FN
0 (Pat.) 0 (Pat.) – TN TN
0 (Pat.) 1 (Vul.) T FP FP
0 (Pat.) 1 (Vul.) F TN Feedback Loop

4.3 Assessment Generation
CORRECT produces final assessments using standardized metrics
with two evaluation modes: (1) LenientMode accepts vulnerability
detections with minor rationale inaccuracies, while (2) Strict Mode
employs feedback mechanisms to ensure correct vulnerability attri-
bution, particularly for patched functions. Formally, we represent
outcomes as (𝑟𝑣, 𝑟𝑝 , 𝑟𝑟 ) ∈ {0, 1}3, where 𝑟𝑣 indicates ground-truth
status (1=vulnerable, 0=patched), 𝑟𝑝 captures the LLM’s classifi-
cation (1=vulnerable, 0=non-vulnerable), and 𝑟𝑟 denotes rationale
correctness (T/F). Evaluation output is shown in Table 2.
• Lenient Mode applies a revision function 𝛿 (·) to raw LLM
outputs: (1) For vulnerable code, 𝛿 (Vulnerable, 1,𝑇 ) = 1 rep-
resents True Positive (i.e., correct detection and rationale), other-
wise False Negatives; (2) For patched code, 𝛿 (Patched, 0,−) = 0
denotes True Negative, which means current non-detections,
whereas 𝛿 (Patched, 1,𝑇 ) = 1 marks False Positives. Notably,
𝛿 (Patched, 1, 𝐹 ) = 0 also yields a True Negative since the ra-
tionale doesn’t reference the original vulnerability.

• StrictMode enhances Lenient Mode by addressing a critical edge
case: when models falsely flag patched functions as vulnerable
with unrelated rationales (i.e., 𝛿 (Patched, 1, 𝐹 )). While Lenient
Mode counts these as True Negatives, Strict Mode implements
a feedback loop providing corrective guidance (instructing the
model to ignore previously inferred non-ground-truth vulner-
abilities and re-analyze) until the model either (1) incorrectly
identifies the patched ground-truth vulnerability as vulnerable,
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or (2) reachesmax_feedback_roundswith no false alarm. Specifi-
cally, this iterative refinement prevents the LLM from being over-
estimated when it identifies multiple potential vulnerabilities
in the code, by avoiding cases where a prominent non-ground-
truth vulnerability dominates its judgment on the ground-truth
vulnerability.

5 Evaluation
As discussed in §3.2, we presented three consensuses regarding
LLM-based vulnerability detection. We believe these consensus
points may not fully reflect the true capabilities of LLMs in detect-
ing vulnerabilities due to the lack of context. Therefore, we have
formulated three research questions (RQ). We now explore these
questions in detail:

RQ1. Is the performance of LLM-based vulnerability detection
really as poor as random guessing?

RQ2. Are LLMs genuinely unable to distinguish between patched
code and vulnerable code?

RQ3. Can scaling up the LLMs truly not improve their ability to
detect vulnerabilities?

5.1 Experiment Setup

Dataset. We create a dataset, which includes 2,000 program pairs
(each with a vulnerable and patched version) drawn from 364 real-
world projects and spanning 99 CWEs. On average, the shared con-
text length is 13,249 tokens, and function-level code averages 1,574
tokens. See Appendix D for details. It builds on three high-quality
sources:MoreFixes [2], PrimeVul [11], and ReposVul [53]. We re-
trieved source projects, constructed call graphs with cflow [38], and
used Joern [23] to extract Code Property Graphs. Manual auditing
of 50 pairs confirmed 98% label accuracy. For targeted analysis, we
created a CWE-1000 subset (Appendix B), sampling 50 pairs per
top-level CWE. Due to limited data, three categories (CWE-693,
CWE-697, and CWE-435) contain 30, 10, and 10 pairs, respectively,
for a total of 400 pairs across 10 top-level CWEs.

Model Selection.We next outline our strategy for selecting and
configuring LLMs in the experiments. Table 3 presents our curated
set of 13 LLMs spanning 4 model families. These models were se-
lected based on three criteria: (1) Availability of both reasoning and
non-reasoning variants, (2) Coverage of diverse parameter scales,
and (3) Representation of architectural diversity. In addition to the
reasoning and non-reasoning models from the Qwen, Llama, and
DeepSeek series, we also evaluated the o3-mini model because it
offers three reasoning modes (low, medium, and high) to control
the length of the rationale. For RQ1–RQ2, we used the default o3-
mini-medium configuration. For RQ3, we leveraged all three modes
to investigate test-time scaling effects on vulnerability detection
performance. We select GPT-4o to produce the rationale assessment
result, and GPT-4o is n SOTA model widely used in LLM-as-a-judge
tasks [50]. To ensure experimental stability and reproducibility, we
set the temperature of all models to 0, following [51].

Metrics. We employ two categories of metrics to evaluate LLM
capabilities in vulnerability detection. The first category, Conven-
tional Metrics, includes F1-score, accuracy, recall, and precision,

Table 3: Models Evaluated. Abbr. denotes the abbreviated
names of the models used in this paper. DS-R1-Dist refers to
DeepSeek-R1-Distill, and Inst stands for Instruction.

Non-reasoning LLM Reasoning LLM Param
Model Abbr. Model Abbr.

Qwen Series
Qwen2.5-7B-Inst qn-7b DS-R1-Dist-Qwen-7B r1-qn-7b 7B
Qwen2.5-14B-Inst qn-14b DS-R1-Dist-Qwen-14B r1-qn-14b 14B
Qwen2.5-32B-Inst qn-32b DS-R1-Dist-Qwen-32B r1-qn-32b 32B

Llama Series
Llama-3.1-8B-Inst lm-8b DS-R1-Dist-Llama-8B r1-lm-8b 8B
Llama-3.3-70B-Inst lm-70b DS-R1-Dist-Llama-70B r1-lm-70b 70B

DeepSeek Series
DeepSeek-V3 ds-v3 DeepSeek-R1 ds-r1 671B

OpenAI Series
- - o3-mini o3-mini -

calculated using True Positives, False Positives, True Negatives, and
False Negatives. The second category, Pair-wise Prediction Pro-
portion, assesses the LLMs’ ability to distinguish vulnerable func-
tions from patched ones using pair-wise prediction evaluation, as
introduced by Ding et al. (2024) [11]. Formally, let (𝑝𝑣, 𝑝 𝑓 ) ∈ {0, 1}2
denote prediction outcomes, where 𝑝𝑣 or 𝑝 𝑓 indicate whether the
vulnerable or patched function is detected as vulnerable (1) of not
(0). Four possible outcomes exist: (1, 0) for ideal detection (vulner-
ability identified in the original but not patched version), (1, 1)
for a false alarm on patched code, (0, 0) for a missed vulnerability
in the original function, and (0, 1) for a dual misprediction. The
proportion of (1, 0) pairs quantifies the model’s discriminative ca-
pability between vulnerable and patched code variants. In Strict
Mode, max_feedback_rounds is set to 4, preventing the LLM from
disregarding ground-truth vulnerabilities (see Appendix C).

5.2 Detection Performance (RQ1)

Methodology and Settings: We evaluate the vulnerability detec-
tion performance of all 13 LLMs on the selected 400 pairs (§5.1)
and separately present the results for: (1) w/o context, w/o revision,
which refers to function-level vulnerability detection only, with
evaluation conducted on binary results, consistent with most prior
works [11, 47, 58]. (2) w/ context, w/o revision, which involves
utilizing datasets containing contextual information (§4.1) with-
out undergoing the revision process (§4.3). (3) Lenient Mode. (4)
Strict Mode. The final results, including F1-score, accuracy, and
other metrics, are displayed in Figure 4, while the pair-wise pre-
diction proportions are shown in Figure 5. Results for r1-qn-7b are
omitted in Figure 4 due to anomalies causing poor performance, ex-
plained in Appendix G. Vulnerability types are presented in Figure 6
and Table 4. Figure 6 illustrates the F1-scores of the 10 top-CWE
across various models, while Table 4 provides an overview of these
CWEs, including their brief descriptions (with full details available
in Appendix B) and the maximum F1-score achieved. Table 4 also
presents the prevalence of each CWE type in real-world datasets:
MoreFixes [2], PrimeVul [11], and ReposVul [53]. These proportions
reflect their occurrence in real-world scenarios.

Results: To demonstrate that the Consensus #1 in previous works
arose from incorrect evaluations due to the lack of context, we first
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Figure 4: Performance comparison across various evaluation settings. (a)-(d): Different metrics in the “w/o context, w/o revision”
configurations. (f), (h), (i), (j): Different metrics under Strict Mode. The model r1-qn-7b has been excluded from the analysis
due to its excessive abnormal outputs, which substantially impair the clarity and reliability of the results.

analyze the results obtained under the w/o context, w/o revision
setting (consistent with prior works). As shown in Figure 4(c) and
(d), most models achieved F1-scores ranging from 0.5 to 0.6 and 0.5
to 0.55 accuracy, which is consistent with earlier studies [26, 47] that
state LLM-based vulnerability detection performs close to random
guessing.

When using CORRECT to minimize the impact of missing con-
text, the results from Figure 4(i) and (j) reveal that SOTA models
like DeepSeek-R1 achieved an F1-score of 0.6 and 67% accuracy
in Strict Mode, with smaller models reaching approximately 60%
accuracy. Additionally, Figure 5 shows that DeepSeek-R1 achieved a
maximum (1, 0) proportion of 37%, significantly surpassing the 25%
random baseline. Notably, the vulnerability detection task in COR-
RECT is more rigorous compared to previous binary-only tasks.
This is because CORRECT not only requires the predicted label to
be correct but also demands precise reasoning about the underlying
causes of the vulnerabilities. Despite this increased level of difficulty
and comprehensiveness, the models demonstrated higher vulnera-
bility detection capabilities than previously reported, surpassing
the random baseline. This suggests:

Finding #1: The vulnerability detection capabilities of LLMs
have been underestimated due to invalid evaluations stem-
ming from a lack of context. CORRECT demonstrates that
SOTA models, such as DeepSeek-R1, achieve up to 67% accu-
racy and a 37% (1, 0) proportion on more rigorous tasks—
significantly surpassing the random baseline.

Steenhoek et al. [47] further analyzed the performance of LLM-
based vulnerability detection across different vulnerability types.
The results revealed that detection outcomes for all types were
nearly random, raising the question of whether mitigating context
limitations could enable LLMs to achieve better performance across
all vulnerability types.

Table 4: Evaluation results across different CWEs.

Type CWE Description Prop. Max F1

Common

664 Improper Resources Control 56.2% 0.700
682 Incorrect Calculation 5.8% 0.713
691 Insufficient Control Flow Management 5.8% 0.681
710 Improper Adherence to Coding Standards 7.7% 0.667

284 Improper Access Control 6.8% 0.605
707 Improper Neutralization 7.3% 0.605

Rare

435 Improper Multi-Entity Interaction 0.5% 0.556
693 Protection Mechanism Failure 2.5% 0.524
697 Incorrect Comparison 0.5% 0.400

703 Improper Check of Exceptional Conditions 7.0% 0.479

To further classify vulnerabilities, we divided the ten top-level
CWE categories into two groups based on prevalence: Common and
Rare, as shown in Table 4. Vulnerabilities classified as Rare either
occur infrequently in real-world scenarios (CWE-435, 693, 697)
or involve rare patterns (CWE-703, which involves handling rare
exceptional conditions). The remaining six categories, representing
frequently observed vulnerabilities, were labeled as Common.

The findings in Table 4 indicate: (1) LLMs perform significantly
worse on Rare vulnerabilities compared to Common ones. (2)Within
the Common group, performance varies. Vulnerabilities with sim-
pler, fixed patterns—such as CWE-664 (e.g., out-of-bounds read),
CWE-682 (e.g., integer overflow), CWE-691 (e.g., infinite loops),
and CWE-710 (e.g., NULL pointer dereference)—achieve high F1-
scores of around 0.7 with SOTA models. In contrast, vulnerabilities
tied to complex application scenarios and system security, such as
CWE-284 and CWE-707, show weaker detection performance.
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Figure 5: Pair-wise prediction proportion of all LLMs.

Finding #2:When context-related challenges are resolved,
LLMs show varying effectiveness across vulnerability types,
outperforming random baselines. They excel at detecting
common, fixed-pattern vulnerabilities, achieving F1-scores
around 0.7, but struggle with rare vulnerabilities, highlight-
ing a key limitation in generalization.

5.3 Code Distinguishability (RQ2)

Methodology and Settings: Initially, we will analyze the overall
statistical data obtained in RQ1 to examine the (1, 1) proportion and
precision of LLMs in vulnerability detection. However, since numeri-
cal analysis alonemay not be sufficiently convincing, wewill further
investigate and categorize the reasons behind LLM reasoning errors.

To investigate why models tend to incorrectly classify patched
code as vulnerable, while also distinguishing the capabilities of non-
reasoning and reasoning models, we selected the non-reasoning
LLM ds-v3 and the reasoning LLM ds-r1. We manually inspected
caseswhere the twomodels produced inconsistent results on patched
code (i.e., False Positive (FP) versus True Negative (TN) predictions).
The results are presented in Table 5, where R represents the rea-
soning LLM (ds-r1), and Non-R represents the non-reasoning LLM
(ds-v3).

Results: As for Consensus #2, in the w/o context, w/o revision
setting, the precision of nearly all models is concentrated between
0.5 and 0.55 (Figure 4 (a)), which is close to the random baseline of
0.5. This observation aligns with previous works stating that LLMs
cannot effectively distinguish patched code from its correspond-
ing vulnerable code. After evaluating using CORRECT, Figure 4(f)
shows that larger models achieve notably higher precision. Specifi-
cally, the 671B-parameter SOTA models, such as ds-r1 and ds-v3,
reach a precision close to 0.8, indicating that these models are
unlikely to misclassify patched functions as still vulnerable. Addi-
tionally, as shown in Figure 5, all models exhibit a (1, 1) proportion
of approximately 10%, which is significantly lower than the random
baseline.

Table 5: Attribution of differences for TN↔ FP between non-
reasoning LLM (Non-R) ds-v3 and reasoning LLM (R) ds-r1.

Reason TN↔ FP

R↔ Non-R Non-R↔ R

Patch Ignored 6 2
Patch Deemed Insufficient 10 19
- Minimum Reasoning 2 0
- Procedural Error 8 13
- Mis-Corrected Reasoning 0 6

Finding #3: The absence of sufficient context leads to an
ineffective evaluation of the model’s precision and its (1, 1)
proportion, which represents its capability to differentiate
between patched code and the associated original vulnerable
code. SOTA models have demonstrated strong performance
in this area, achieving precision rates close to 0.8.

Next, we will conduct a detailed analysis of cases to attribute
errors. Errors in Table 5 are classified into two main types. The first
type, Patch Ignored, occurs when the rationale does not mention the
patch at all, suggesting that the LLM failed to notice its presence.
Only this scenario can effectively highlight the flaw in LLM’s inabil-
ity to distinguish, where for “similar but patched” code, the inability
to distinguish means that the LLM is unaware of the existence of
the patch, i.e., it considers the patched code to be the same as before
the patch. The second type, Patch Deemed Insufficient, arises when
the LLM acknowledges the patch but erroneously concludes that
it does not adequately resolve the vulnerability. This type can be
further broken down into the following subcategories:
• Minimum Reasoning. The model provides no substantive anal-
ysis of the vulnerable region and instead directly asserts whether
the code is vulnerable or not after merely restating it.

• Procedural Error. The model engages in reasoning but makes a
mistake during the process, resulting in an incorrect conclusion.

• Mis-Corrected Reasoning. The model successfully activates
reasoning, and correctly identifies the ground-truth vulnerability
or patch during the process, but subsequently contradicts itself
and alters the answer incorrectly.
Based on the results, it can be observed that “Patch ignored”

accounts for only a small portion of LLM’s vulnerability attribution,
and the reasoning model effectively reduces its occurrence (37.5%
vs. 9.5%). This indicates that under the premise of high LLM preci-
sion, only a small fraction of the remaining false positives (FP) are
truly cases where the LLM fails to distinguish between vulnerable
and non-vulnerable code. In most cases, the LLM is aware of the
existence of the patch but makes an incorrect inference.

The specific reasons for these incorrect inferences differ between
non-reasoning models and reasoning models. Non-reasoning mod-
els are more prone to the phenomenon of “Minimum Reasoning,”
where the LLM uses CoT reasoning but only performs superficial
reasoning, essentially describing the functionality of the code with-
out detailed analysis of the patch, leading to incorrect outputs. We
consider this to be the main flaw of non-reasoning models: even
when using prompt-driven reasoning methods, they fail to con-
sistently trigger System 2 thinking (refer to §2.1). On the other
hand, reasoning models are more susceptible to “Mis-Corrected



Everything You Wanted to Know About LLM-based Vulnerability Detection But Were Afraid to Ask Conference’17, July 2017, Washington, DC, USA

78 14 32 70 671

(a) Model Size (B)

0.00

0.10

0.20

0.30

0.40

0.50

0.60

F
1

CWE-435

78 14 32 70 671

(b) Model Size (B)

0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.55

F
1

CWE-693

78 14 32 70 671

(c) Model Size (B)

0.30

0.35

0.40

0.45

0.50

0.55

0.60

0.65

F
1

CWE-284

78 14 32 70 671

(d) Model Size (B)

0.35

0.40

0.45

0.50

0.55

0.60

0.65

0.70

F
1

CWE-664

78 14 32 70 671

(e) Model Size (B)

0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.75

F
1

CWE-682

78 14 32 70 671

(f) Model Size (B)

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40

F
1

CWE-697

78 14 32 70 671

(g) Model Size (B)

0.20

0.25

0.30

0.35

0.40

0.45

0.50

F
1

CWE-703

78 14 32 70 671

(h) Model Size (B)

0.40

0.45

0.50

0.55

0.60

0.65

F
1

CWE-707

78 14 32 70 671

(i) Model Size (B)

0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
0.70

F
1

CWE-691

78 14 32 70 671

(j) Model Size (B)

0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
0.70

F
1

CWE-710

Llama (reasoning) Llama (non-reasoning) Qwen (reasoning) Qwen (non-reasoning) DeepSeek-R1 DeepSeek-V3 o3-mini

Figure 6: F1-score comparison of 10 top-level CWEs.

Reasoning,” where the model, due to over-thinking, changes a cor-
rect answer to an incorrect one. This is also one of the flaws of
reasoning models. See Appendix H for cases of different categories.

Finding #4: At very high precision levels, only a small frac-
tion of the remaining false positives (FPs) reflect genuine
cases where the LLM struggles to differentiate between sim-
ilar yet patched code. Reasoning models significantly reduce
this proportion. In fact, most FPs arise because the model
identifies the patch but mistakenly deems it insufficient to
address the vulnerability. The strength of reasoning models
lies in their ability to reliably engage System 2 thinking, but
their limitation is a tendency to over-thinking, sometimes
turning correct answers into incorrect ones.

5.4 Capability Enhancement (RQ3)

Methodology and Settings:We separately study two highly dis-
cussed types of scaling laws: model size scaling [25] and test-time
scaling [46]. For model size scaling, we analyze the overall sta-
tistical data obtained in RQ1. For test-time scaling, we separately
investigate the effects of sequential scaling and parallel scaling
(§2.1). We selected r1-qn-14b for its ease of deployment and strong
reasoning capabilities. For sequential scaling, we applied the ap-
proach from Muennighoff et al. [32], appending “Wait” during the
reasoning process to lengthen the output up to 10,000 tokens us-
ing greedy decoding. For parallel scaling, we adopted Universal
Self-Consistency (USC), generating multiple outputs (with tem-
perature = 0.6) and applying majority voting across 3, 5, and 8
rationales, following Chen et al. [5]’s setup. We also tested o3-mini,
which provides low, medium, and high reasoning effort options
via its API, though its internal scaling method is undisclosed and
thus unclassified as sequential or parallel. For dataset selection, we
used three CWEs—CWE-691 (strong improvement from reasoning
LLMs), CWE-664 (moderate improvement), and CWE-707 (weaker
improvement)—to assess model behavior across varying difficulty

levels. To simplify the statistical analysis of reasoning token length,
we evaluated all models in Lenient Mode, which ensures each input
yields a single rationale without feedback. The experimental re-
sults of test-time scaling are presented in Figure 7, with “Aggregate”
representing the combined outcomes across the three CWEs.

Results:We separately present our exploration of the model size
scaling law and the test-time scaling law (SL) on LLM-based vul-
nerability detection.
(SL-I) Model Size Scaling Law: We first analyze whether signifi-
cant differences exist in vulnerability detection performance across
various models. As shown in Figure 4(c), under the “w/o context,
w/o revision” scenario, most models achieve F1-scores clustered be-
tween 0.5 and 0.6, with only minor variations. Notably, the smaller
r1-lm-8b model performs comparably to the SOTA ds-r1, providing
no evidence of a model size scaling law—a finding consistent with
prior research. However, when evaluated using CORRECT, signifi-
cant performance disparities emerge across models in both Lenient
Mode (Figure 4(g)) and Strict Mode (Figure 4(i)). Clear model size
scaling laws are observed, applicable to both reasoning and non-
reasoning LLMs. Additionally, the results in Figure 5 confirm a
scaling effect: as the number of model parameters increases, the (1,
0) proportion rises notably, indicating a marked improvement in
vulnerability detection performance.

From Figure 6, it is evident that the four CWE types exhibiting a
clear scaling law correspond precisely to the vulnerabilities with the
best detection performance. These belong to the Common category,
while other vulnerability types show no significant scaling effect.

Finding #5: The flawed evaluations caused by the lack of
context fail to accurately reflect the true capabilities of mod-
els, resulting in minimal differences between weaker and
stronger models. However, after minimizing the impact of
context, LLM-based vulnerability detection reveals signifi-
cant distinctions across different models, with a clear scaling
law emerging as model size increases.
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Figure 7: Test-test scaling of o3-mini and r1-qn-14b. (a)–(d), (e)–(h), and (i)–(l) show accuracy, precision, and recall, respectively.

(SL-II) Test-time Scaling Law:Next, we delve deeper into whether
the test-time scaling effect holds true for vulnerability detection
in LLMs. For the o3-mini model, we calculated the average think-
ing tokens required by o3-mini to address vulnerabilities in corre-
sponding categories. It can be observed that the average thinking
tokens for o3-mini-low, o3-mini-medium, and o3-mini-high are
500+, 1,000+, and 5,000+, respectively. Overall, the accuracy ex-
hibits a scaling trend (Figure 7 (d)), indicating that test-time scaling
exists in vulnerability detection on o3-mini. Specifically, accuracy
exhibits an approximate power-law relationship with thinking to-
kens, meaning that as computational time increases exponentially,
accuracy grows nearly linearly, which suggests that improving vul-
nerability detection through test-time scaling is not economical. For
instance, o3-mini-high, with five times the thinking tokens of o3-
mini-medium, achieves an accuracy improvement of less than 0.05.

Finding #6: A clear test-time scaling trend is observed in the
o3-mini model. However, due to the power-law relationship,
it is not economically viable to rely solely on increasing test
time to improve accuracy.

In Figure 7, sequential scaling of r1-qn-14b exhibits an accuracy
trend that first increases, reaches a peak, and then declines, even-
tually falling below the initial result. In contrast, parallel scaling
shows that accuracy generally increases with more thinking to-
kens, except for CWE-707. Parallel scaling demonstrates superior
scalability compared to sequential scaling, as it avoids performance
degradation at higher thinking token counts. By analyzing precision
and recall, we observe that: (i) Precision is similar for both scaling
methods across 1k–4k thinking tokens. (ii) Recall, however, dif-
fers significantly: sequential scaling shows a clear downward trend
due to increased model “conservatism,” which reduces the number
of detected vulnerabilities. In contrast, parallel scaling maintains
stability or even improves recall by aggregating multiple samples,
thereby avoiding overthinking and incorrect modifications. For
further discussion, refer to Appendix F.

Finding #7: Both sequential and parallel scaling can enhance
model performance. However, sequential scaling tends to
induce excessive reflection, leading to a decline in recall. In
contrast, parallel scaling demonstrates superior scalability
and avoids this issue.

6 Discussion
Root Causes Analysis: The root cause of the misconceptions
(Consensus #1 and #2) in prior work is UO(I) caused by the lack of
context. This primarily affects false positive (FP) judgments, with
precision in the w/o context, w/o revision setting resembling ran-
dom guessing, as shown in Figure 4(a) and Figure 4(f). Under Strict
Mode, precision improves to around 0.8 on SOTA models. The lack
of context causes ambiguity in determining if patched code is still
vulnerable, leading to misleading FPs and underestimating LLMs’
capabilities, resulting in Consensus #1 and #2. Consensus #3, an-
other misconception, results from UO(II) in the absence of sufficient
context. This affects false negative (FN) judgments, with recall in
the w/o context, w/o revision setting becoming unstable, as shown
in Figure 4(b) vs. Figure 4(h). Smaller models may outperform SOTA
models by over-predicting, leading to a bias that favors "aggressive"
models. The absence of context amplifies this, making code appear
more vulnerable than it is, resulting in underestimating truly capa-
ble models. In fact, recall remains below 0.5 and improves slowly
with model scaling.
Suggestions: Two strategies should be considered when designing
LLM-based vulnerability detection in the future. First, CORRECT
emphasizes the critical role of context in vulnerability detection.
However, due to the complexity of real-world programs, gathering
complete context is often impractical. Therefore, future research
should go beyond treating programs as plain text and focus on
designing vulnerability-specific context providers, which would
facilitate a more integrated approach between LLMs and static
or dynamic program analysis. Second, the primary challenge for
LLMs lies in recall (SOTA LLM ~0.5), rather than precision (SOTA
LLM ~0.8). Once LLMs can reliably identify real vulnerabilities,
they are also more likely to correctly identify non-vulnerable code.
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Consequently, future research should prioritize improving LLMs’
ability to detect vulnerabilities accurately, which demands a deeper
understanding of the vulnerabilities themselves.
Limitations: Our work is not without limitations. First, CORRECT
utilizes LLM-as-a-judge to assess whether the rationale aligns with
the ground truth. While LLM-as-a-judge can understand vulnerabil-
ity semantics and reduce human effort, its judgment is not infallible.
To evaluate its accuracy, we randomly sampled 50 cases and re-
viewed all rationales requiring LLM-as-a-judge evaluation on ds-v3
and ds-r1. Using GPT-4o as the LLM-as-a-judge, we achieved an
accuracy rate of 91/99, or 92%, which we believe can truly reflect the
performance of vulnerability detection. Future work could inves-
tigate advanced techniques for LLM-as-a-judge, such as majority
voting, to further improve its effectiveness. Second, our approach
aims to collect as much context as possible to enhance evaluation
accuracy. However, in practice, it is impossible to gather all the
relevant context, especially when information may be missing for
certain vulnerabilities. Despite this challenge, we are confident that
our methodology provides a solid foundation for accurate vulnera-
bility detection and analysis.

7 Conclusion
This work revisits the vulnerability detection capabilities of LLM
by addressing a major gap in prior evaluations: the lack of context.
We introduce CORRECT, a context-rich evaluation framework,
and show that the widely accepted beliefs (LLMs being unreliable,
insensitive to patches, and plateaued in performance) stem largely
from flawed, context-free benchmarks. Our evaluation across 13
LLMs and 400 program pairs reveals that, when given appropriate
context, LLMs demonstrate significantly improved accuracy and
reasoning ability. We call on the security and AI communities to
re-evaluate current benchmarking practices. Without accounting
for context, we risk underestimating both the capabilities and the
limitations of LLMs.
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A A RAG Example

1 static MSUSB_PIPE_DESCRIPTOR** msusb_mspipes_read(wStream* 
s, UINT32 NumberOfPipes) {

2 UINT32 pnum;
3 MSUSB_PIPE_DESCRIPTOR** MsPipes;
4 - if (Stream_GetRemainingCapacity(s) < 12 * NumberOfPipes)
5 + if (Stream_GetRemainingCapacity(s) / 12 < NumberOfPipes)
6 return NULL;
7 MsPipes = (MSUSB_PIPE_DESCRIPTOR**)calloc(NumberOfPipes, 

sizeof(MSUSB_PIPE_DESCRIPTOR*));
8 if (!MsPipes)
9 return NULL;

10 for (pnum = 0; pnum < NumberOfPipes; pnum++) {
11 MSUSB_PIPE_DESCRIPTOR* MsPipe = msusb_mspipe_new();
12 ...
13 Stream_Read_UINT16(s, MsPipe->MaximumPacketSize);
14 ...
15 }...
16 }

Figure 8: CVE-2020-11039, an integer overflow vulnerability.

Figure 8 presents one of the patches retrieved using Figure 2(a) as
the query, based on functional semantic similarity [12]. This func-
tion reads pipe descriptors from a stream and returns an array of
pointers to these descriptors, ensuring correct memory allocation
and robust error handling. The operation that reads data from the
stream and assigns it to a variable (line 13) closely resembles the cor-
responding operation in Figure 2(a). However, the function contains
a vulnerability in line 4, where the computation 12 * NumberOf-
Pipes could result in an integer overflow. To mitigate this issue, the
patch modifies the operation by replacing the multiplication with a
division.

RAG has two key limitations to consider. First, the similar code
retrieved through RAG fails to address the challenge of missing
context. Second, since the specific type of vulnerability in the target
code is unknown before detection, the patches suggested by RAG
may not always enhance the accuracy of vulnerability detection. For
example, when Figure 8 is used as a one-shot example to guide GPT-
4o in analyzing Figure 2(a), the model might incorrectly identify
msg_data as the vulnerable component, similar towhat is illustrated
in Figure 2(d). This misidentification arises because both msg_data
and line 4 in Figure 8 involve input validation logic, leading the
model to draw parallels that may not be relevant.

B CWE-1000: Overview and Classification
The CWE-1000 provides a hierarchical structure for categorizing
software weaknesses at various levels of abstraction. At the highest
level, these weaknesses are grouped into pillars, which represent
the most abstract categories of vulnerabilities. Below is an overview
of the key pillars:
• Improper Access Control: Weaknesses related to insufficient
restrictions on access to resources or functionalities.

• Improper InteractionBetweenMultipleCorrectly-Behaving
Entities: Issues arising from unintended interactions between
components that function correctly in isolation.

• ImproperControl of aResourceThrough its Lifetime:Weak-
nesses involving inadequate management of resources during
their creation, usage, or destruction.

• Incorrect Calculation: Errors in computations or logical opera-
tions that lead to incorrect results.

• Insufficient Control Flow Management: Weaknesses related
to improper handling of program execution paths.

• Protection Mechanism Failure: Failures in security mecha-
nisms designed to protect systems or data.

• Incorrect Comparison: Issues caused by flawed comparisons,
such as incorrect equality checks.

• Improper Check or Handling of Exceptional Conditions:
Weaknesses stemming from inadequate handling of error condi-
tions or exceptions.

• Improper Neutralization: Vulnerabilities involving failure to
sanitize inputs or outputs, potentially leading to injection attacks.

• Improper Adherence to Coding Standards: Weaknesses re-
sulting from violations of established coding practices or guide-
lines.
The CWE-1000 is particularly valuable for researchers seeking

to identify gaps in knowledge by examining high-level categories
with few documented weaknesses. This hierarchical classification
enables systematic analysis and understanding of vulnerabilities
across different abstraction levels.

To evaluate our methodology, we sampled a subset of 400 data
from the full 2,000 entries, adhering to the classification standards
outlined in CWE-1000. This sampling process ensures a represen-
tative distribution of vulnerabilities across the defined pillars, en-
abling comprehensive evaluation and analysis.

C Feedback Settings in Strict Mode

Table 6: Feedback Rounds and Case Modifications.

Round 0 (Init) 1 2 3 4

Count 4647 (100%) 477 (10.3%) 165 (3.6%) 101 (2.2%) 69 (1.5%)

We set max_feedback_rounds to 4, which is sufficient for eval-
uation. Table 6 shows the total number of cases (4647) where the
output is NO_VUL across all models, as well as the number and
percentage of cases successfully altered by the feedback mechanism
at round 𝑘 (𝑘 ∈ {1, 2, 3, 4}). When 𝑘 ≥ 2, the proportion of cases
modified by the feedback mechanism drops below 5%. To balance
the effectiveness of feedback with its computational cost, we choose
max_feedback_rounds = 4.

D Details of Collected Dataset
This section provides additional information about the dataset col-
lected by CORRECT.

Figure 9a, Figure 9b, and Figure 9c respectively illustrate the
distributions of context length, vulnerable (patched) function length,
and the source projects in all collected data and the evaluated data.
As can be observed, the majority of contexts are concentrated in the
range of 0–20k tokens, while the lengths of vulnerable (patched)
functions are predominantly within 0–2k tokens. Additionally, the
data originates from a variety of real-world projects, showcasing
its diversity and practical relevance.
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Figure 9: Distributions of context length, function length,
and top 15 projects.

E Prompts Used in CORRECT
Figure 10 presents the Context-Rich Vulnerability Assessment Prompt,
which is used to generate the detection output of the evaluated
LLM, including the rationale and the conclusion.

Context-Rich Vulnerability Assessment Prompt

Your task is to evaluate whether the following code contains
any of the following vulnerabilities.
CWE description:
# including the ground-truth CWE and its description.
Context-Rich Code:
# including context and the code to be detected, the slicing path of
vulnerabilities in the code will be marked with //potential.
Assumptions:
# direct the LLM to concentrate only on //potential and vuln-related
parameters.
Analyze the code step by step to determine if any of the specified
vulnerabilities are present. In your final response, list all detected
vulnerabilities and indicate "HAS_VUL" if any are found. If no
vulnerabilities are detected, respond with "NO_VUL".

Figure 10: Context-rich vulnerability assessment prompt.

Rationale Assessment Prompt (for vulnerable input)

You are a security expert tasked with evaluating a vulnerability
detection tool. You are provided with the following:
* Ground Truth: This includes a CVE description, a CWE ID, a
commit, and a commit message, which collectively describe the
cause of the vulnerability.
* Rationale: This is a vulnerability detection rationale generated
by a tool, explaining the detected causes of the vulnerability.
CVE description:
CWE description:
Commit message:
Commit diff (line by line):
# a diff view of the commit, including the original code along with
the deleted and added lines.
Rationale:
The rationale is generated based on the vulnerable version of
the code, rather than the patched code. This does not necessarily
mean the vulnerability detection tool has produced a correct
result. We are specifically interested in whether the rationale
correctly identifies the ground-truth vulnerability.
If the causes described in the rationale include the ground-truth
vulnerability, even if it also mentions unrelated issues, it indi-
cates a MATCH.
If the rationale does not include the ground-truth vulnerability
and only identifies unrelated issues, return MISMATCH.
Let’s think step by step, first analyze the ground-truth and ra-
tionale, in the end return "MATCH" or "MISMATCH".

Figure 11: Rationale assessment prompt (for vulnerable in-
put).

Figure 11 and Figure 12 respectively present the prompts used
for LLM-as-a-judge evaluation rationales. The two prompts share
the same structure but differ in their instructions. The purpose is to
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assess whether the rationale correctly identifies the ground-truth
vulnerabilities or falsely considers patched vulnerabilities as still
vulnerable.

Rationale Assessment Prompt (for patched input)

You are a security expert tasked with evaluating a vulnerability
detection tool. You are provided with the following:
* Ground Truth: This includes a CVE description, a CWE ID, a
commit, and a commit message, which collectively describe the
cause of the vulnerability.
* Rationale: This is a vulnerability detection rationale generated
by a tool, explaining the detected causes of the vulnerability.
CVE description:
CWE description:
Commit message:
Commit diff (line by line):
Rationale:
The rationale is generated based on the patched version of the
code, not the original vulnerable code, which means the tool
reports some issues on the non-vulnerable code. However, this
does not necessarily mean the vulnerability detection tool has
produced a false alarm. We are specifically interested in whether
the rationale includes a false alarm related to the ground-truth
vulnerability.
If the causes described in the rationale include the ground-truth
vulnerability (already fixed in the patched code), meaning either
the rationale considers a newly added line in the patch problem-
atic (indicated by + in the diff), or the cause identified by the
rationale matches the ground-truth vulnerability, it indicates a
FALSE_ALARM.
Otherwise, if the rationale does not include the ground-truth
vulnerability or refers to different issues, return CORRECT.
Let’s think step by step, first analyze the ground-truth and ra-
tionale, in the end return "FALSE_ALARM" or "CORRECT".

Figure 12: Rationale assessment prompt (for patched input).

F Further Details About Test-time Scaling
For sequential scaling, the initial reasoning length of r1-qn-14b
is around 1k tokens. When "Wait" is appended after the rationale
to encourage the LLM to continue extending its reasoning, the
accuracy of r1-qn-14b increases as the length approaches 2k, with
a maximum improvement of 0.03. However, in the 2k–4k token
range, the model’s accuracy gradually declines due to a sharp drop
in recall—sequential scaling induces excessive reflection, leading
to a decrease in recall performance. Beyond 4k tokens, changes
in accuracy begin to plateau, as the rationale cannot be extended
indefinitely. When exceeding 4k tokens, the model often produces
abnormal outputs, such as infinite repetition of previous content,
which aligns with the findings of Muennighoff et al. [32].

G Abnormal Output of LLMs
The r1-qn-7b model exhibits an exceptionally high “other” rate
of 32% in Figure 5. Through manual inspection, we identify two

primary phenomena associated with the “other” outputs in r1-qn-
7b:
• Repetitive outputs: Repeating a segment until reaching the
output limit.

• Non-compliance with instructions: Failing to follow the ex-
pected format specified in the instruction.

Additionally, we observe that (1) as the model size increases, the
occurrence of “other” cases decreases, and (2) longer inputs are
more likely to result in anomalies in r1-qn-7b. To investigate this
behavior further, we analyze the distribution of prompt lengths for
cases where r1-qn-7b produces anomalous outputs compared to
those where it does not. The average prompt lengths for normal
and abnormal cases are 5,751 and 12,289, respectively, with median
lengths of 3,925 and 9,466. The distribution is illustrated in Figure 13.
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Figure 13: Prompt Length Distribution for Normal vs. Abnor-
mal Outputs.

H Examples of Incorrect Reasoning Patterns

Patch ignored (Generated by ds-v3)

1. Division `BufferSize / NumberOfPackets`:
- If `NumberOfPackets` is zero, this would result in a 

division by zero.
- The code does not check if `NumberOfPackets` is zero 

before performing the division.

1 + if (NumberOfPackets > 0)
2 + {
3 iso_packet_size = BufferSize / NumberOfPackets;
4 iso_transfer = libusb_alloc_transfer(NumberOfPackets);
5 + }

Figure 14: CVE-2022-39318, a division-by-zero vulnerability.

Patch Ignored: Figure 14 illustrates one of the cases where ds-v3
fails due to "Patch Ignored". As shown, ds-v3 completely failed
to recognize the presence of the patch (NumberOfPackets > 0)
and output: "The code does not check if NumberOfPackets is zero
before performing the division."
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8. `ut8 bundle_length = *(ut8 *)(bin->entry_table + off);`:
- The `bin->entry_table` pointer is dereferenced without 

checking if it is `NULL`. This could lead to a NULL pointer 
dereference.

9. `ut8 bundle_type = *(ut8 *)(bin->entry_table + off);`:
- The `bin->entry_table` pointer is dereferenced without 

checking if it is `NULL`. This could lead to a NULL pointer 
dereference.
...
12. `entry->paddr = (ut64)bin->segment_entries[bundle_type -
1].offset * bin->alignment + *(ut16 *)(bin->entry_table + 
off);`:

- The `bin->segment_entries` and `bin->entry_table` 
pointers are dereferenced without checking if they are `NULL`.
This could lead to a NULL pointer dereference.

MinimumReasoning (Generated by ds-v3)

Figure 15: CVE-2022-1283, a null pointer dereference vulner-
ability.

Minimum Reasoning: Figure 15 demonstrates an example where
ds-v3 falters due to "MinimumReasoning." As shown, ds-v3 provides
almost no explanation for why it judged the case as a vulnerability,
offering only a superficial analysis. In fact, a more detailed analysis
would reveal that bin->entry_table is not NULL.

Another point to consider is the handling of the destination 
PID. If the user specifies a PID that they are not authorized 
to send to, does the code enforce proper checks? Let's look at 
the netlink_unicast function. In netlink_unicast, it calls 
netlink_getsockbypid, which looks up the socket based on the 
PID. If the socket is found, it checks if the destination 
socket's PID matches the source's PID. Wait, in 
netlink_getsockbypid, after looking up the socket, it checks if 
the destination socket's PID (nlk->dst_pid) is the same as the 
source's PID (nlk_sk(ssk)->pid). If not, it returns 
ECONNREFUSED. So this ensures that the sender can only send to 
a socket that is connected to their own PID, unless the 
destination is a kernel socket. 

Wait, the code in netlink_getsockbypid does:

nlk = nlk_sk(sock);
if (sock->sk_state == NETLINK_CONNECTED &&

nlk->dst_pid != nlk_sk(ssk)->pid) {
sock_put(sock);
return ERR_PTR(-ECONNREFUSED);

}

So if the destination socket is in a connected state and its 
dst_pid is not the same as the sender's PID, the connection is 
refused. This prevents sending to arbitrary PIDs unless the 
destination is a kernel socket (netlink_is_kernel(sk)), which 
would have different handling. 
...
But if the user can specify an arbitrary PID (dst_pid) in the 
address, and the code doesn't check if they are allowed to send 
to that PID, that could be a problem. However, the code here 
uses netlink_getsockbypid, which looks up the socket by PID. If 
the PID is not owned by the user, then the lookup would fail? 
Or does the PID here refer to the port ID in netlink, which is 
not necessarily the process ID. 

In netlink, each socket has a PID (port ID), which can be set 
by the user (if they have the capability) or assigned by the 
kernel. The netlink_autobind function assigns a PID 
automatically. When sending to a PID, the code checks if the 
destination socket exists. However, if the user can specify any 
PID, including those of other users, then this could allow 
unauthorized sending. 

Mis-Corrected Reasoning (Generated by ds-r1)

Figure 16: CVE-2012-6689, an improper access control vul-
nerability.

Mis-Corrected: Figure Figure 16 presents an example where ds-r1
makes an error due to "Mis-Corrected Reasoning." Initially, ds-r1
correctly believes that the vulnerability is successfully prevented.
However, during subsequent reasoning, ds-r1 reconsiders and in-
correctly concludes that a vulnerability exists.
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