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Abstract—Industrial control network (ICN) is characterized by
real-time responsiveness and reliability, which plays a key role
in increasing production speed, rational and efficient processing,
and managing the production process. Despite tremendous ad-
vantages, ICN inevitably struggles with some challenges, such
as malicious user intrusion and hacker attack. To detect mali-
cious intrusions in ICN, intrusion detection systems have been
deployed. However, in ICN, network traffic data is equipped
with characteristics of large scale, irregularity, multiple features,
temporal correlation and high dimensionality, which greatly
affect the efficiency and performance. To properly solve the
above problems, we design a new intrusion detection method
for ICN. Specifically, we first design a novel neural network
model called associative recurrent network (ARN), which can
properly handle the relationship between past moment hidden
state and current moment information. Then, we adopt ARN
to design a new intrusion detection method that can efficiently
and accurately detect malicious intrusions in ICN. Subsequently,
we demonstrate the high efficiency of our proposed method
through theoretical computational complexity analysis. Finally,
we develop a prototype implementation to evaluate the accuracy.
The experimental results prove that our proposed method has
sate-of-the-art performance on both the ICN dataset SWaT
and the conventional network traffic dataset UNSW-NB15. The
accuracies on the SWaT dataset and the UNSW-NB15 dataset
reach 95.48% and 97.61%, respectively.

Index Terms—Network Security, Industrial Control Network,
Intrusion Detection, Associative Recurrent Network.

I. INTRODUCTION

ITH the rapid development and integration of indus-
W trial informatization and automation, industrial control
system (ICS) has been widely applied, which connects plenty
of industrial infrastructures and equipment through industrial
control network (ICN) [1]. Generally, ICN is characterized
by real-time responsiveness and reliability, which plays a
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key role in production acceleration and production process
management. Recently, due to the widespread popularity of
5G wireless network [2]], [3]], cloud computing and artificial
intelligence, ICN has been widely used in natural gas pipeline
systems, power transmission systems, industrial power genera-
tion systems, etc. As a result, both governments and enterprises
are paying increasing attention to ICN.

Despite tremendous advantages, ICN inevitably struggles
with some security and technical challenges, such as network
security protection. In ICN, there are a large number of dis-
tributed industrial infrastructures and equipment [4]. However,
the security of ICN physical isolation is broken due to the
fusion and development of information technology [5]], thus
bringing a series of new security problems. Meanwhile, ICN
might be frequently invaded by malicious users and hackers,
which not only causes damage to ICN but also poses a threat to
the entire ICS. Therefore, the security protection of ICN is par-
ticularly important. However, most of the traditional network
security defense methods, such as firewall and vulnerability
scan, can only achieve passive defense.

To achieve active defense in ICN, intrusion detection []
technology has been widely applied. Intrusion detection is
a typical active defense technology that aims to detect net-
work intrusions or intrusion attempts by analyzing network
traffic data, such as user behavior data, behavior log data
and audit data. By deploying intrusion detection systems,
network security managers can monitor the entire ICN without
affecting the network performance. Hence, network security
managers can easily understand the network security situation
and take related measures, thereby providing ICN devices
and systems with real-time security protection. Therefore,
intrusion detection attracts lots of attention, and has produced
a large number of theoretical and engineering results. Roughly,
the existing intrusion detection methods can be divided into
three categories: statistics-analysis-based intrusion detection,
time-series-based intrusion detection and deep-learning-based
intrusion detection.

Although plenty of intrusion detection [6[], [[7] methods have
been proposed, there are still some internal deficiencies when
they are directly applied in ICN. Firstly, ICN traffic data is
characterized by high dimensionality and large scale. As a
result, statistics-analysis-based intrusion detection methods re-
quire plenty of mathematical calculations to process these data,
resulting in expensive computational overhead and detection
delay. Secondly, Time series-based intrusion detection meth-
ods usually focus on the temporal attributes of data, and rarely
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include other data attributes in the scope of analysis. However,
except the temporal correlation, there are still many factors that
might greatly affect the intrusion detection result. Therefore,
time-series-based intrusion detection methods are degraded by
low accuracy in ICN. Last but not least, note that ICN traffic
data is also equipped with properties of diversity, unbalanced
samples and temporal correlation. However, traditional deep-
learning-based intrusion detection methods cannot perfectly
handle the above properties, thus reducing the generalization
and accuracy.

Recurrent neural network (RNN) [8]], [9] can learn and
characterize ICN traffic data, thus providing potential solution
to address the above problems [10]]. Therefore, the motivation
of this paper is to design a new intrusion detection method
for ICN. Specifically, we aim to improve the traditional
gated recurrent unit (GRU) [[11] and design a novel neural
network model, which can properly process the ICN traffic
data. Subsequently, we aim to adopt the new designed neural
network model to propose a novel intrusion detection method,
which can realize precise and efficient intrusion detection in
ICN.

A. Contributions

In this paper, we investigate a fundamental but challenging
issue, i.e., how to improve the accuracy and efficiency of
intrusion detection in ICN. Specifically, we design a novel
RNN model, namely, associative recurrent network (ARN).
Then, we adopt ARN to propose a new intrusion detection
method for ICN. Therefore, the main contributions of this
paper can be summarized as the following three folds.

e We first design a new recurrent neural network called
ARN for intrusion detection in industrial control networks.
Compared with GRU models, ARN eliminates the conflict risk
between gated units and can better characterize the long-term
and short-term dependencies of data.

e We design a single attention (S-ATT) mechanism to retain
the past hidden state information in ARN. S-ATT uses the
attention mechanism to directly learn the correlation between
the past hidden state information and the current input infor-
mation, allowing ARN to abandon the traditional gated unit
structure and more reasonably preserve past moment hidden
state information.

e We compare the theoretical computational complexity
of our proposed ARN-based intrusion detection method and
the GRU-based intrusion detection method. The compari-
son results demonstrate that they have the same theoretical
computational complexity. Moreover, we design a prototype
system and simulate our proposed method to evaluate the
performance. Experimental results show that the accuracies on
the SWaT dataset and the UNSW-NB15 dataset reach 95.48%
and 97.61%, respectively.

B. Related work

Generally, the existing intrusion detection methods can be
roughly summarized into three categories: statistics-analysis-
based intrusion detection method [12], time-series-based intru-
sion detection method [|13]] and deep-learning-based intrusion
detection method [[14].

Statistics-analysis-based intrusion detection method. Wu
et al. [|[15] proposed an information entropy intrusion detection
system (IDS) based on improved sliding window strategy.
By improving the optimizing conditions of the decision and
sliding window strategy, their method could enhance the
IDS accuracy. To detect invisible attacks in industrial control
systems, Hu et al. [16] represented the ordered content in the
residual by permutation entropy. According to certain rules
presented by sensor measurement values Zhou et al. [17]
proposed an industrial information system attack detection
scheme based on permutation entropy. Liao et al. [[18]] designed
a gray-entropy-based IDS, which could analyze and cluster the
traffic gray level. Meanwhile, their designed system had higher
intrusion detection accuracy for both known and unknown
traffic attacks. However, the above entropy-based intrusion
detection methods rely on distribution assumptions and involve
a lot of complex mathematical calculations. When there is a
lot of noise in industrial network traffic and the traffic scale
is large, they are difficult to detect attack traffic.

Liang et al. [[19] divided the data weighted distance and
safety factor of each node in the network according to the
priority threshold of data attribute characteristics, and designed
an ICN intrusion detection method based on multi-feature data
clustering optimization model. Mittal et al. [20] implemented a
new clustering method using a new variant of the gravitational
search algorithm and used it for detection in the Industrial In-
ternet of Things (IoT). However, clustering algorithms usually
require a lot of computational overhead and memory usage
overhead when facing large-scale data. Therefore, when facing
large-scale industrial network data, clustering-algorithm-based
intrusion detection methods are difficult to meet the defense
needs of the industry.

In summary, we can see that statistics-analysis-based in-
trusion detection methods require many mathematical cal-
culations and analyses, resulting in a heavy computational
burden. Meanwhile, while processing high-dimensional and
irregularity data, the accuracy of the above methods was
insufficient.

Time-series-based intrusion detection method. Bozdal et
al. [21] presented a wavelet-based ingress method for con-
troller area network (CAN). By analyzing changes in network
traffic data, their proposed method could precisely determine
attack patterns. To describe the intrusion attack, Miao et
al. [22] investigated the attack signals of ICS intrusions. By
conducting frequency domain analysis on network traffic, they
obtained the influence of attack signal frequency domain on
the estimation performance of linear attack signal estimator.
Fouladi et al. [23]] adopted frequency-based discrete wavelet
transform and discrete Fourier transform to design a naive
Bayesian classifier, which could exactly distinguish attack traf-
fic data from normal traffic data. However, the above wavelet-
based detection methods are limited by noise interference and
the selection of characteristic signals, resulting in detection
deviation.

Ye et al. [24] adopted Hurst parameter estimation to de-
sign a fractional Fourier transform (FRFT) intrusion detec-
tion method. At the same time, they developed a proto-
type implementation to test the performance. Experimental
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results showed that their proposed method was not affected
by nonstationary time series in Hurst estimation. Huang et
al. [25] simultaneously extracted time domain and frequency
domain features from the sensor measurement data required
for closed-loop control of industrial control systems, and used
the features to establish a hidden Markov model to implement
intrusion detection. However, the Fourier-transform-based de-
tection methods are susceptible to boundary effects and the
hidden Markov transform is limited by the dependence on the
previous moment. Therefore, it is difficult to achieve accurate
industrial network intrusion detection.

In addition, time-series-based intrusion detection method
mainly use the time attribute of data as an analysis factor,
and rarely study the influence of other external factors, which
seriously limits their scope of application in intrusion detec-
tion.

Deep-learning-based intrusion detection method. Li et
al. [26] used a multi-convolutional neural network (multi-
CNN) fusion method to perform intrusion detection on in-
dustrial IoT traffic. Abdelaty et al. [27]] constructed a deep
learning anomaly detection in ICS (DAICS) using a 2-branch
deep neural network (DNN). Their method learned the changes
in the behavior of industrial control systems through a few
data samples and gradient updates, thus effectively improving
the accuracy and robustness of intrusion detection. Yang et
al. [28] combined levenberg-marquard (LM) and back propa-
gation neural network (BPNN) to present a new IDS. In their
proposed method, LM was utilized to optimize the weight of
BPNN, thus improving accuracy. Sood et al. [29] proposed
a two-stage IDS, which could achieve data dimensionality
reduction, and was compatible with the ETSI-NFV standard
5G architecture. Experimental results showed that their method
has higher accuracy in traffic detection. However, the above
deep learning methods fail to utilize the temporal sequence
between network traffic, resulting in poor results in intrusion
detection.

Jadidi et al. [30] proposed a causal anomaly detection
method for industrial control systems, which consists of two
stages. First, attack detection is performed through a classifier
with LSTM as the core, and then the causal relationship
between ICS logs is analyzed to diagnose the future impact of
the attacker. Xu et al. [31] utilized GRU, multilayer perceptron
(MLP) and softmax layer to design a new IDS. Zare et
al. [32] designed an autoencoder with long short-term memory
units, teacher forcing technique, and attention mechanism
for IDS in ICS. However, most of the RNN-based intrusion
detection methods have mutual influence between gating units,
which makes it difficult to effectively manage the potential
connections between long-term and short-term dependencies
of data, limiting the accuracy of intrusion detection.

In summary, although the deep-learning-based intrusion
detection methods can effectively characterize large-scale net-
work traffic data, there is still an urgent need for a new method
that is not affected by the conflict of gated units and can
effectively use the temporal relationship between networks
for representation learning to improve the performance of
intrusion detection. To this end, we will conduct in-depth
research on this issue and propose a new deep-learning-based

TABLE I
COMPARISON OF RELATED RESEARCH ON INTRUSION DETECTION
METHODS BASED ON DEEP LEARNING.

Method
Li et al. [26]
Abdelaty et al. [27]
Yang et al. [28]
KSood et al. [29]
Jadidi et al. [30]
Xu et al. [31]
Zare et al. [32]
Ours

Whether Temporal Learning ~ No Gate Conflict
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intrusion detection method. We construct Table [[[to summarize
the comparison between intrusion detection solutions based on
deep learning.

C. Organization

The rest of this paper is organized as follows. In Section [[I}
we provide a detailed introduction to GRU and single attention
(S-ATT). Subsequently, in Section [[II] and Section we
present the structure of ARN and design an ARN-based
intrusion detection method, respectively. Then, in Section |V}
we provide a theoretical computational complexity comparison
of the ARN-based intrusion detection method and GRU-based
intrusion detection method. Next, we develop a prototype
implementation for our proposed method and present the
performance evaluation in Section Finally, we provide a
brief conclusion in Section

II. PRELIMINARIES

In this following section, we introduce some preliminaries
that will be utilized to establish our new intrusion detection
method, including GRU and S-ATT.

A. Gated recurrent unit

Gated recurrent unit (GRU) is an improved model of RNN
that can effectively transmit long-term dependency informa-
tion. In contrast to long short-term memory (LSTM), which
is equipped with three gate structures, GRU only contains
two gates: the reset gate and the update gate, as illustrated
in Figure [l As a result, GRU requires fewer parameters
and can reduce the risk of overfitting during training. In
GRU, the reset gate is utilized to decide the proportion of
hidden state information that flows into the current candidate
set at the previous moment. Meanwhile, the update gate has
two functions. On the one hand, it is utilized to control the
proportion of the content that should be discarded at the
previous moment. On the other hand, it can also determine
the proportion of the content that needs to be retained in the
current candidate set.

As shown in Figure [I] the reset gate is denoted by R;, the
update gate is denoted by Z;, the weights for update and reset
gates are W, and W, the candidate set is denoted by Et, the
current hidden state is denoted by /; and the past hidden state
is denoted by h;_;. The related formulas for calculating GRU
are as follows.
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Fig. 1. The structure of GRU

Firstly, R; and Z; must be initialized according to Formula
(1) and Formula (2) as follows:

R, = U([ht—hft] : WR) (D

Zy = 0'([htflaxt} : WZ) 2

Secondly, ﬂt of GRU is controlled by R;. Meanwhile, ﬁt
can be described by Formula (3) as follows:

he = tanh(Wy, - [¢, Ry % hy—1)) 3)
Finally, GRU updates h; according to Formula (4):

ht = Zt X f;t —+ (1 — Zt) X ht—l (4)

From the above formulas and Figure [} we find that the Z,
and the R, conflict in the retention proportion of the hidden
state information in the past. Specifically, the reset of the
current hidden state in GRU is provided by the R; and Z;.
The role of the R; is to determine the proportion of the past
hidden state retained in the current candidate set. However,
the Z; can ignore part of the past hidden state that the R
has determined to retain. Meanwhile, the Z; arbitrarily retains
the past hidden state in the process of resetting the current
hidden state. Therefore, there is a certain conflict between the
Zy and the R;, making it difficult to effectively manage the
retention relationship between the past moment hidden state
and the current moment input.

B. Single attention

To effectively solve the problem of how to determine the
retention relation between the hidden state of the past moment
and the input of the current moment, we use the idea of Self-
attention [33]] to propose a one-way self-attention mechanism
solution called single attention (S-ATT). S-ATT can effectively
manage the retention relationship between the past hidden state
(represented by h;_1) and the current moment data (repre-
sented by X; represents the retained relationship between).
The specific implementation process of the S-ATT method is
shown in Figure [2]

h’t*l 4
. —> X X
q' [kl 1 q% k2 v?

Fig. 2. The structure of S-ATT

As demonstrated in Figure the hj_, represents the
supplementary matrix, the query of h;_; and X} is represented
by ¢' and ¢, the key of h;_; and X, is represented by k' and
k2, and the value of h;_; and X, is represented by v! and v2.
Then, we use W4, Wk, and W? represent the weight matrices
of ¢, k and v, respectively. The symbol a; and a, represents
the weight obtained by calculating the similarity between ¢
and each input k. Symbol d represents the dimensions of ¢,
k and v, which are utilized to reduce the size of matrix ay,
and a, to ensure the stability of the gradient during back
propagation. It is worth noting that the symbolic representation
of this section still applies to Section [lII| and Section

First, we initialize ¢™, k™, v™ (n=2) to facilitate subsequent
calculations.

q' =Wihy_1,¢* = WIX, (5)
k' =Wkrh,_1, k? = WFX, (6)
vt =W h_q, 0% = WVX, (7)

Then, we calculate the correlation between h;_; and X,
and get the corresponding weight matrices a; and a,.

ql . kl ql . k2 (8)
ap = ——,0; = ———
"V Nz
ap, @, = softmaz(ay,ay) 9)

Finally, we calculate and fuse it into a new supplementary
matrix h,_, based on the proportion of weights. In the fol-
lowing formula, @,v! represents h;_1 ., and @,v? represents
X t.h-

R,y = apvt + a0’ (10)

III. ASSOCIATIVE RECURRENT NETWORK

To address the problems of GRU that described in Sec-
tion [[I-A]l we propose a new RNN method called ARN.
Generally, ARN utilizes S-ATT to unidirectionally learn the
relationship between the past hidden state information and
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the current moment input information. As a result, ARN can
construct an information complement matrix to complement
the current moment input information and achieve the reset of
the current hidden state information. The reset current moment
hidden state includes important past information parts that
are unknown in the information at the current moment and
highlights the parts of the current moment information that
are associated with the past hidden state. Therefore, ARN
can better deal with the retention and relationship between
past hidden states and current moment information, thereby
avoiding gate conflicts existing in GRU and more effectively
achieving intrusion detection of industrial control security
traffic. The Figure [3] shows the specific structure of ARN.

Firstly, we require to initialize X; and h;—; with W* and
Wht-1 while making X, and h;_; have the same matrix
dimension, which is convenient for subsequent correlation
calculation. Then, X; and h;_; can be initialized as Formula
(11) and Formula (12), respectively.

Xy =W*X, an

hiy = Whe=1h, 4 (12)

Secondly, we use stacks to splice h;—; and X; together to
construct S-ATT input data, as shown in Formula (13).

hstack = StaCk(htfly Xt) (13)

Subsequently, we utilize S-ATT to learn the relationship
between h;_1 and X4, thus constructing a new complementary
matrix h;_,. The matrix h}_; contains part of the highlight
important content in the current moment information, and the
contents of hidden states in past moments that are unknown
at the current moment, as shown in Formula (14).

hy_y =8 — ATT (hstack) (14)

Finally, we supplement h}_; to X; to achieve the reset of
ht. The reset h; contains past time content that is unknow
in the input data X; at the current time and highlight the
important content in the current moment information, so as to

better manage the retention relationship between past moment
hidden state data and current moment data. Then, h; can be
computed by using Formula (15).

ht = h;71 + Xt (15)

In summary, ARN can effectively learn the highlighted
important parts of the current moment content in feature
learning by constructing a supplementary matrix and fully
consider the impact of the unknown past moment hidden state
content on the current moment.

IV. ARN-BASED INTRUSION DETECTION METHOD

In the following section, we utilize ARN to build a new
intrusion detection method for ICN.

A. System model

In this paper, we mainly study the creation of intrusion de-
tection method for ICN. Note that with the rapid development
of ICN, the application and popularity of ICN continuously
increase. As a result, network traffic data is equipped with
the characteristics of large scale, multiple features, temporal
correlation, irregularity and high dimensionality, which pose
some great challenges to achieve intrusion detection. Specifi-
cally, these characteristics directly affect the universality and
accuracy of the intrusion detection method.

To address the above problems, we propose a new intrusion
detection method, as illustrated in Figure 4] Specifically, a
novel RNN model called ARN is proposed. Compared with
other DNN models, ARN can not only learn and characterize
network traffic data through time series but also better handle
the retention relationship between past moment hidden state
data and current moment input data. Subsequently, we utilize
ARN to build a new intrusion detection method for ICN. By
taking the advantage of ARN, our novel proposed method can
greatly enhance the intrusion detection efficiency and accuracy.

B. The proposed method

In this section, we introduce the implementation of ARN-
based intrusion detection method for ICN in detail.

To describe our proposed method more clearly, we firstly
define some symbols. Specifically, the training dataset is de-
noted by X —train, the test dataset is denoted by X —test, the
intrusion detection result is denoted by .S, the data processing
epoch is represented by d, the training epoch is denoted by n ,
the real label is denoted by Y., the detection label is denoted
by Y,.cq, the comparison between the classification label
and the true label is denoted by Compare, the performance
evaluation of the trained model is denoted by Fuvaluate,
and the evaluation result is denoted by R. Subsequently,
we describe the process of our proposed intrusion detection
method through pseudocode, as demonstrated in Algorithm 1.

The implementation process of Algorithm 1 is as follows.

o Step 1: Obtain the industrial control security traffic data,

this part of the traffic data before accessing the ICS
will be sent to the ARN intrusion detection method for
detection, if found threats to the traffic data will be
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Algorithm 1 ARN-based intrusion detection method

Input: X —train, Y —test, R— L, n
Output: result S

— — =
N e

13:

R A A R ol

Step 1:Network traffic capture and preprocessing
Obtain industrial control security traffic data
Deliver traffic to an intrusion detection system (IDS)
Data Preprocessing
fori=1—d do
Word Vectorization
Normalization
end for
Step 2: Data Splitting
Divide the processed data set into X —train and Y —test.

: Step 3: Model Training

fori=1—ndo
ARN ¢+ ARN;(X — train)
result < Compare(Yreal, Ypred)

: end for

Step 4: Model test
S < ARN(X — test)
R < Ewvaluate(S)

intercepted, otherwise the traffic data will be allowed to
access;

o Step 2: Preprocess the data, including word vectorization

of characters in the data, normalization of the data, etc.
Then, the data is divided into training set X —train and
test set Y — test;

TABLE II
TIME COMPLEXITY COMPARISON.

Computational overhead

ARN T(2xm xn+12xn*+2xn)
GRU T(Bxmxn+6xn®+n)

Time complexity

O(n?)
O(n?)

o Step 3: We utilize the training set to train the intrusion de-
tection model. Among them, our proposed ARN method
is the core of the intrusion detection model, which can
effectively process ICN security traffic data. The specific
implementation ideas of ARN are described as fellow:
When the traffic data at the current moment is fed into the
ARN, we first calculate the correlation between h;_; and
X, and use the idea of Self-attention to query how much
content in h;_; is known to X, (represented by X p).
This part is very important in time series data since this
part of X; contains both the content input at the current
moment and the connection with the past hidden state.
Then, the remaining part of h;_; is the past information
unknown to X, (represented by h;_; ). Subsequently,
we combine X, and h;_; . to form the supplementary
matrix hj_,. Finally, when the supplementary matrix is
added to X, it can highlight the important content in
X, and increase the supplementing of past information
unknown to X;. We compare the labels output by ARN
with the true labels for model training.We compare the
labels output by ARN with the true labels for model
training, the trained model will be used for ICN intrusion
detection;

o Step 4: The test set is fed into the trained intrusion detec-
tion model for evaluation. The ICS determines whether
the traffic can access it based on the evaluation results.

V. COMPUTATIONAL COMPLEXITY ANALYSIS

In this following section, we compare the theoretical com-
putational complexity of our proposed ARN-based intrusion
detection method with that of the GRU-based intrusion detec-
tion method, as demonstrated in Table [[I]

For simplicity, we assume that the number of hidden units is
n and the dimensionality of the input data is m. Subsequently,
the theoretical computational overhead for input and past
hidden state initialization is T'(2 x m x n), and the theoretical
computational overhead of self-attention is T'(j x (6n% +n)),
where j represents the number of matrices that need to learn
the correlation. Since there are only 2 matrices that need to cal-
culate the correlation in our proposed method, the theoretical
computational overhead of self-attention is T'(12 x n%+2 xn).
Moreover, the theoretical computational overhead for the cur-
rent hidden state is T'(n), the total theoretical computational
overhead of ARN is T'(2 x m x n + 12 x n? + 2 x n), and
the theoretical time complexity is O(n?).

For GRU, the theoretical computational overhead of the two
gates is T'(2 x m x n +2 x n?), the theoretical computational
overhead of the candidate set is T'(m x n + 2 x n?), and the
theoretical computational overhead of the current hidden state
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is T'(2xn?+n). Therefore, the total theoretical computational
overhead is T'(3 x m x n + 6 x n? + n), and the theoretical
time complexity is also O(n?).

VI. SCHEME IMPLEMENTATION

In this following section, we first explicit the experimental
environment, dataset and evaluation criteria in detail. Subse-
quently, we provide the experimental results and analysis.

A. Experimental environment and dataset

In this paper, all of the simulation experiments are car-
ried out on a desktop equipped with a CUDA10.0 driver,
cuDNN7.4.2 driver and Windows 10 operating system. Mean-
while, the desktop is equipped with 16 GB main memory,
an NVIDIA GeForce GTX 2060S graphics card and an AMD
Ryzen 5 3500X 6-core CPU that runs at 3.60 GHz. In addition,
the experimental results of our proposed solution and compar-
ative experiment are obtained by running in our experimental
environment, the framework used in this experiment is based
on pytorchl.5, the optimization function is Adam, the learning
rate is 0.001, the network layer number of ARN is 1 and the
number of hidden layer neurons is 100.

In our simulation experiments, the chosen datasets are
SWaT and UNSW-NB15.

SWaT is a public safety dataset for industrial water treat-
ment platforms [34]. We chose the officially labeled “SWaT
Dec 2015” for the experiments. SWaT dataset consists of two
labels: “normal” and “‘attack”, with a total of 449,921 pieces
of data, of which 54,621 pieces are attack data.

UNSW-NBI1S is a public intrusion detection dataset [35],
which contains a total of 240,044 pieces of data, including
300,000 pieces of attack data, with 9 type attacks, i.e., analysis,
backdoors, DoS, exploits, fuzzers, generic, reconnaissance and
shellcode.

In SWaT dataset and UNSW-NB15 dataset, the data is is
equipped with characteristics of large scale, irregularity, mul-
tiple features, temporal correlation and high dimensionality.
Moreover, in the simulation experiment, we divide the selected
SWaT data into a training set and a test set according to 8:2.
This is because the sample distribution of the SWaT data set
is uneven, and we need to include the corresponding attack
data in the test set, so the selected test set has a large amount
of data. Meanwhile, due to the large amount of UNSW-NB15
data, to facilitate the experiment, we randomly selected 25%
of the UNSW-NBI15 dataset as experimental data, with a ratio
of 10:1 for the training set and test set.

B. Experimental criteria

In the simulation experiment, we use Accuracy, Precision,
Recall, F1_score and false rejection rate (F'RR) as experi-
mental evaluation criteria to confirm the effectiveness of our
proposed ARN-based intrusion detection method.
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Fig. 5. Comparative experiments under Accuracy, Precision, Recall and
F1_score of SWaT

C. Experimental results and analysis

In this part, we develop a prototype implementation to
verify the effectiveness of our proposed method. Specifically,
we compared our ARN-based intrusion detection method
with the GRU-based intrusion detection method [31], AE-
LSTM-based intrusion detection method [36[], DR-AD-based
intrusion detection method [29]], BiDLSTM-based intrusion
detection method [[37]] and ICS-CAD-based intrusion detection
method [30].

1) Effectiveness evaluation of SWaT: In this simulation
experiment, we verify the effectiveness of these methods
based on industrial security dataset (SWaT) by using the
experimental criteria described in Section

Firstly, we wuse Accuracy, Precision, Recall and
F'1_score to conduct simulation experiments to further con-
firm the effectiveness of our method. Then, the experimental
comparison results of these four indicators are depicted in Fig-
ure [5] The SWaT dataset samples are extremely imbalanced,
which makes the attack traffic difficult to be detected, resulting
in similar indicator score differences. But our proposed method
outperforms the other four existing methods in terms of
Accuracy, Precision, Recall and F'1_score, as shown in
Figure[5] That is, our proposed ARN method can provide more
effective intrusion detection, thereby effectively improving the
security of equipment in ICN.

Meanwhile, we also utilized the F'RR index to further
confirm the effectiveness of our proposed method. Then, the
experimental results are depicted in Figure [6] We can know
that our proposed method has obvious advantages in F'RR.
Therefore, we believe that our proposed method can improve
the protection performance.

Overall, the SWaT dataset samples are extremely uneven,
and it is difficult to successfully detect attack traffic. However,
based on the evaluation indicators described in section
our proposed the ARN-based intrusion detection method has
the best effect in all indicators. This is because for the GRU-
based intrusion detection method [31]], GRU has a gated unit
conflict, which makes it difficult to effectively characterize
the information content of the past moment, so the detection
indicators are poor. For the AE-LSTM-based intrusion detec-
tion method [36], it uses AE for feature extraction and then
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Fig. 7. Comparative experiments under Accuracy, Precision, Recall and
F'1_score of UNSW-NB15

uses LSTM for detection, the detection accuracy is limited by
the effect of feature extraction and the gated unit conflict of
LSTM itself, and the loss of feature retention by the gated
unit. For the DR-AD-based intrusion detection method [29],
its model structure itself cannot use the temporal nature of
network traffic to characterize and learn network traffic, then
the detection index is relatively poor. The BiDLSTM-based
intrusion detection method can use the temporal nature
of network traffic to learn network data in both directions, but
the detection results are still limited by the problems of LSTM
itself. The ICS-CAD-based intrusion detection method [30] is
based on LSTM, so its detection accuracy is also limited by
the inherent problems of LSTM. However, the ARN method
effectively solves the conflict problem between gating units,
so it can better manage the retention relationship between
hidden state data at the past moment and data at the current
moment. Therefore, compared with other existing methods,
our proposed method can achieve the best intrusion detection
results.

2) Effectiveness evaluation of UNSW-NBI15: In this part,
we conducted corresponding experiments on a general multi-
class network intrusion detection data set, i.e., UNSW-NB15
to verify the versatility of our proposed method.

Figure [7] verifies our proposed method from Accuracy,
Precision, Recall and F'1_score. It can be seen that our
proposed method has very obvious advantages on the UNSW-
NBI15 dataset.
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In addition, the F'RR index in Figure |8 also further verifies
the universality and effectiveness of our proposed method.

It can be seen that in the UNSW-NB15 dataset, the ARN-
based intrusion detection method still has the best results
in various indicators. The specific reasons are basically the
same as the Section [VI-CI| analysis. The existing RNN-
based intrusion detection methods (AE-LSTM [36], GRU [31]],
BiDLSTM and ICS-CAD [30]) have conflicts between
gated units and the gated units have certain feature losses in the
process of learning past moment information. Therefore, there
are certain deficiencies in characterizing and learning past
moment information, which leads to a decrease in detection
accuracy. The DR-AD-based intrusion detection method [29]
cannot use the temporal nature of network data to characterize
and learn network traffic data, so the intrusion detection effect
is poor. Meanwhile, both AE-LSTM and DR-AD have the
operation of dimensionality reduction and detection, which
will have the situation where the feature loss in the feature
extraction process is superimposed on the detection process.
It may make the original feature extraction unable to play the
due effect and make the detection result worse. Because the
ARN model does not have the problem of gated unit conflict,
it can better characterize and learn past moment information,
thereby effectively improving the intrusion detection results.

In summary, it can be seen that our proposed ARN-based
intrusion detection method has good detection performance in
both industrial security traffic and general network traffic.

3) Efficiency Analysis: In the following section, we an-
alyze the performance of ARN-based intrusion detection
method, GRU-based intrusion detection method [31]], AE-
LSTM-based intrusion detection method [36], DR-AD-based
intrusion detection method , BiDLSTM-based intrusion
detection method and ICS-CAD-based intrusion detection
method [30] based on SWaT and UNSW-NB15 datasets. The
comparison results are displayed in Figure [9]

From Figure [J] it was found that the computational effi-
ciency of our proposed ARN method is highly competitive
and close to the GRU-based intrusion detection method [31].
The reason is that compared with GRU, ARN costs slightly
more total computational overhead, and a detailed analysis
can be found in Section [V] Meanwhile, the DR-AD-based
intrusion detection method has the lowest time overhead
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Fig. 9. Test efficiency comparison

due to the simple BP network structure. The core of the
ICS-CAD-based intrusion detection method [30]] is LSTM,
which has an additional gate structure compared to GRU and
is relatively complex. Therefore, its time cost is not much
different from that of the method we proposed. In addition,
the AE-LSTM-based intrusion detection method [36] takes
more computational time overhead because it composed of a
two-part network structure and has more activation functions
for nonlinear transformation. Moreover, the BIDLSTM-based
intrusion detection method [37] needs to use two different
LSTMs to consider the forward and reverse time series at the
same time, resulting in more calculations.

In summary, the computational efficiency of our proposed
ARN method is close to that of the GRU-based intrusion detec-
tion method [31]]. Moreover, our proposed intrusion detection
method has better accuracy. Therefore, the small difference in
computational time overhead is absolutely acceptable and it
can be adapted to efficient intrusion detection systems where
existing methods have been applied.

VII. CONCLUSION AND FUTURE WORK

In ICN, network traffic data is equipped with character-
istics of large scale, irregularity, multiple features, temporal
correlation and high dimensionality, resulting in low accuracy
for the existing intrusion detection methods. In this paper,
we studied the designing of efficient and accurate intrusion
detection method for ICN. We firstly designed a novel RNN
model, namely, ARN. Subsequently, we adopted ARN to build
a novel intrusion detection method for ICN. By taking the
advantage of ARN, our proposed method greatly improved the
accuracy of intrusion detection. Finally, we implemented our
proposed ARN-based intrusion detection method and provided
a performance evaluation. Compared with some existing intru-
sion detection methods, the experimental results showed that
the accuracies of our proposed method on the SWaT dataset
and the UNSW-NBI15 dataset reach 95.48% and 97.61%,
respectively.

In practical application, ARN may have the same problem
as other RNN methods, that is, in the process of character-
izing and learning past information, ARN and existing RNN
methods will eliminate some past moment information that is
irrelevant to the current moment by calculating the association

between past moment information and current input. However,
this irrelevant information may be of great significance to some
distant moment input in the future. This leads to a certain loss
in ARN and existing RNN methods when characterizing and
learning of temporal data. In addition, the network security
managers not only want to detect the intrusion in real time
but also want to know the network security situation at the
next moment, thus taking some related defensive measures in
advance. In this paper, we only studied the intrusion detection
for ICN, which not involved in network security situation
forecast. Hence, we will study the above limitations in the
ARN model and research the security situation forecast for
ICN in the future.
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