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Abstract—Air-gapped systems are disconnected from the Inter-
net and other networks because they contain or process sensitive
data. However, it is known that attackers can use computer
speakers to leak data via sound to circumvent the air-gap defense.
To cope with this threat, when highly sensitive data is involved,
the prohibition of loudspeakers or audio hardware might be
enforced. This measure is known as an ‘audio gap’.

In this paper, we present PIXHELL, a new type of covert
channel attack allowing hackers to leak information via noise
generated by the pixels on the screen. No audio hardware or
loudspeakers is required. Malware in the air-gap and audio-gap
computers generates crafted pixel patterns that produce noise in
the frequency range of 0 - 22 kHz. The malicious code exploits the
sound generated by coils and capacitors to control the frequencies
emanating from the screen. Acoustic signals can encode and
transmit sensitive information. We present the adversarial attack
model, cover related work, and provide technical background.
We discuss bitmap generation and correlated acoustic signals
and provide implementation details on the modulation and de-
modulation process. We evaluated the covert channel on various
screens and tested it with different types of information. We also
discuss evasion and stealth using low-brightness patterns that
appear like black, turned-off screens. Finally, we propose a set
of countermeasures. Our test shows that with a PIXHELL attack,
textual and binary data can be exfiltrated from air-gapped, audio-
gapped computers at a distance of 2m via sound modulated from
LCD screens.

Index Terms—air-gap, exfiltration, covert channel, screen,
LCD, pixels, audio, acoustic

I. INTRODUCTION

Information security is a major concern for organizations
and industries. A wide range of threats, including ransomware,
phishing attacks, data breaches, and nation-state offensive
activities, characterize the modern cybersecurity environment.
To address these emerging challenges, security technologies,
threat intelligence, and regulatory frameworks continue to
evolve. As part of defenders’ efforts to protect sensitive
information, they implement robust security measures. They
raise awareness about cybersecurity risks, and use a variety of
security solutions such as firewalls, data leakage prevention,
anomaly detection systems and more.

A. Air-gap Networks

One of the strategies to protect sensitive and confidential
information is the ‘air-gap’ security measure. In this strat-
egy, a network is physically isolated from external networks,

meaning there is no direct wired or wireless connection to
the Internet [27]. Air-gapped networks are immune to many
types of online cyber threats, such as remote exploitation,
malware infection, and phishing attacks, as there is no direct
connection to external networks. In addition, since there is no
direct connection to the outside world, the risk of unauthorized
access and data leakage is significantly reduced.

Air-gap networks may be employed when susceptible data
is involved. Certain industries, such as healthcare, finance,
and defense, may be subject to regulations that mandate air-
gapped networks to protect sensitive data and comply with
industry standards. For example, stock exchange computer
networks may be disconnected from the Internet because they
are considered confidential [8]. Air-gapping may be employed
in critical infrastructure sectors such as energy, transportation,
and manufacturing to safeguard control systems from cyber
threats that could lead to physical harm or disruption. There
may be significant restrictions on maintaining air-gapped net-
works, such as limiting the use of removable media in the
network (USB drives, external hard drives) and preventing
LAN or WAN connectivity. Additionally, air-gapped systems
may require strict access controls, including biometric au-
thentication and surveillance, to prevent unauthorized access
[3][12][23].

B. Air-gap Breaches

Despite the high level of security and isolation, air-gapped
networks are not completely immune to breaches. One of
the examples is the Stuxnet worm, which was believed to
specifically target supervisory control and data acquisition
(SCADA) systems used in Iran’s nuclear facilities [39]. It
spread via infected USB drives and exploited vulnerabilities
in the Windows operating system. Agent.btz is another worm
that gained notice for its involvement in a significant cyberse-
curity cyberattack on the United States military’s classified
and unclassified networks [17]. This incident was one of
the most serious breaches of U.S. military networks at the
time. Agent.btz was primarily spread in disconnected systems
via removable media such as USB drives. When an infected
USB drive is connected to a computer, the worm copies
itself onto that system. In 2018, the U.S. Department of
Homeland Security reported that the Russian hacking group
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compromised the air-gapped systems of America’s electric
utilities by exploiting third-party vendors in a so-called supply
chain attack [2]. In August 2023, it was reported that a nation-
state actor with links to China was suspected of launching a
series of attacks last year against industrial organizations in
Eastern Europe to siphon data stored on air-gapped systems.
The attacks entailed using more than 15 distinct implants
and their variants. These implants were broken down into
three broad categories based on their ability to establish
persistent remote access. They could also gather sensitive
information and transmit the collected data to actor-controlled
infrastructure [5].

C. Leaking Information from Air-gapped Facilities

After breaching the air-gap networks, the attack might
want to continue its activity and move on to the subse-
quent phases of APT attacks, such as lateral movement and
exfiltration. Security firm ESET pointed out more than 15
attack frameworks designed to breach air-gapped networks
that were publicly documented, including USBCulprit, US-
BStealer, Ramsay, PlugX, and others [16]. As noted in the
report, all these malware used USB media to transfer data
in and out of the air-gap environment. However, in secured
environments, external media may be strictly forbidden or
regulated [7]. In these cases, attackers might exploit ‘air-
gap covert channels’ for exfiltration. Using these methods,
malware could modulate binary information on top of physical
mediums such as electromagnetic emission, optical emanation,
and acoustic waves. Researchers have demonstrated that com-
ponents such as computer RAM, fan noise, keyboard LEDs,
and power supply emissions can modulate data [27][9].

One of the main air-gap covert channels explored in the past
is acoustic covert channels that use computer speakers. In this
method, data is modulated and transmitted from a computer
over sound waves generated from the computer’s loudspeakers
or built-in speakers in the sonic or ultrasonic bands [47].

D. Air-Gap, Audio-Gap Environments

Although acoustic covert channels from loudspeakers were
extensively explored in past works [47] it might not always
be practical. In secured networks, audio-capable hardware and
speakers may not be allowed to create a so-called ‘audio-
gapped’ environment [1]. Since audio-gap computers lack
loudspeakers, the acoustic covert channels described above are
impossible.

E. PIXHELL Attack

This paper presents the PIXHELL attack, an acoustic covert
channel for leaking information from audio-gapped systems.
LCD screens contain inductors (coils) and capacitors as part
of their internal components and power supply. For example,
electrical current passing through coils can cause them to
vibrate at an audible frequency, producing high-pitched noise.
This phenomenon is known as ‘coil noise’ or ‘coil whine’
[6]. Also, when alternating current (AC) passes through the
screen capacitors, they vibrate at specific frequencies. The

acoustic emanates are generated by the internal electric part
of the LCD screen. Its characteristics are affected by the
actual bitmap, pattern, and intensity of pixels projected on
the screen. By carefully controlling the pixel patterns shown
on our screen, our technique generates certain acoustic waves
at specific frequencies from LCD screens.

F. Our Contribution

Our contribution is as follows.
• Air-gap, audio-gap attack. We introduce an acoustic

convert channel that does not require audio hardware,
loudspeaker, or internal speaker on the compromised
computer. Instead, we use the LCD screen to generate
acoustic signals using designated bitmap patterns.

• Transmission and reception. We designed and imple-
mented a transmitter and receiver and modulation and
demodulation algorithms.

• Evasion and stealth. To avoid detection, we used a low-
brightness pixel pattern that is difficult to detect. During
this attack, the screen may appear dark.

• Multiple transmitters. Our research evaluates the ca-
pability of maintaining the covert channel with multiple
screen transmitters to increase the bandwidth.

• Splitted patterns. We show that the bitrate can be
increased by using split screen techniques. We visual-
ize different pixel patterns concurrently on the screen,
enabling modulations such as OFDM.

• Countermeasures. We discuss countermeasures to this
type of acoustic covert channel.

The paper is organized as follows. We discuss the related
work in Section II, present the adversarial attack model in
Section IV, and examine modulation techniques and different
types of receivers in Section V. We evaluate the proposed
covert channel in Section VII, and present countermeasures in
Section VIII. We conclude in Section IX.

II. RELATED WORK

The term air-gap covert channels refers to methods of
communication that allow the transfer of information between
two systems or networks that are physically separated [9].
Researchers and attackers have demonstrated various tech-
niques for bypassing this isolation, creating covert channels
for data transfer over air gaps. Air-gap covert channels can be
categorized into several groups.

Electromagnetic emanations from electronic devices like
computers can be exploited as a covert channel. By modulating
electromagnetic radiation, information can be transmitted and
received with specialized equipment. Electromagnetic extrac-
tion methods have been investigated in the past. AirHopper
attack uses the screen cables as antennas to emit radio signals
at the FM bands [29]. GSMem exploited the memory and
CPU bus to leak data out of air-gapped computers [28].
Other works use data exfiltration from memory in various
ways and modulation schemes for data exfiltration in covert
and side channels, including LoRa [45], BitJabber [48], and



RAMBO [25]. The operation of optical covert channels in-
volves using light emissions or variations in screen brightness
to transmit data. For instance, a malware-infected system could
manipulate the display’s brightness, and a nearby camera on
another system could capture and interpret the variations [26].
Other techniques utilize indicator LEDs such as the keyboard,
routers, printers, and LCD screens [35][13]. Electric covert
channels like PowerHammer involve modulating electrical
characteristics, such as voltage or current, to transmit data. A
simple sensor could capture and interpret these changes [36].
Electronic components generate magnetic fields to encode
and transmit data. Magnetic sensors on nearby devices could
capture and interpret these variations. Covert channels that
exploit magnetic fields, including Odini [37], Magneto [21],
MagView [50], and others [42], usually have limited bit rates.
Thermal covert channels leverage temperature variations to
transmit data. Malicious software can manipulate CPU and
GPU temperatures; a temperature sensor on another PC could
interpret these variations. Few thermal covert channels have
been successfully demonstrated between computers [30] and
cores [41].

A. Acoustic Communication in Air-Gapped Systems

Acoustic communication channels use sound or ultrasonic
frequencies to enable data transfer between isolated systems
[47]. This method typically involves malware on a secured
system manipulating speaker outputs to generate sounds en-
coded with data. A microphone on a nearby device can capture
these sounds, decoding them to retrieve the original data.
Previous research has largely focused on the capabilities of
loudspeakers in these covert operations. Studies by Carrara
[11] and Hanspach [38] delved into the communication ca-
pabilities and characteristics of air-gapped systems, exploring
various scenarios and practical applications of these covert
channels. Hanspach et al. have successfully shown that it’s
possible to send data through the air using ultrasonic fre-
quencies undetectable by human ears, highlighting the tech-
nique’s potential for creating a mesh network and its security
concerns [38]. Beyond computers, acoustic signals have been
used to transmit data between mobile devices [44][15]. Other
attacks, such as the MOSQUITO [33] and SpeakEar [32],
have even transformed computer speakers into microphones.
Recent advancements include Sherry et al.’s demonstration
of a software-defined radio (SDR) approach for establishing
ultrasonic frequency channels with low bandwidth [46], and
Zhang et al.’s discussion on ultrasound-based communication
among smart devices [49]. Techniques like AirViber [19] and
Gairoscope [20] leverage mechanical vibrations from com-
puter parts for data transmission, with smartphones acting as
receivers. Additionally, Matyunin has introduced a method us-
ing vibrations from low-frequency acoustic signals for covert
communication [43].

B. Overcoming Audio-Gap Restrictions

Researchers have developed methods of exfiltrating sound
from computer systems that lack speakers as a result of audio-

gapping security measures. Guri et al. introduced Fansmitter,
a technique that varies the noise of computer fans (CPU/GPU)
through malware, with these sound variations being detectable
by nearby smartphones [34][24]. Diskfiltration leverages hard
disk drive noise [31], while CD-LEAK uses sounds from
CD/DVD drives for data modulation [18]. The power-supply
attack, introduced by Guri et al. in 2020, demonstrates how
power supply units can be manipulated to emit sound or ultra-
sonic waves without traditional speakers [22]. More recently,
inkjet printers have been adapted by Briseno et al. to send
mechanical acoustic signals, allowing for the low-rate transfer
of sensitive data over short distances [14].

III. ATTACK MODEL

The attack model on air-gapped networks is composed of
three main phases: (1) network infiltration, (2) data gathering,
and (3) data exfiltration.

Network infiltraton. In computer security, an air gap is
a measure to ensure that a secure network is completely
disconnected from unsecured networks, including the Internet.
However, despite the isolation, determined attackers may still
find ways to breach the air gap and compromise the security
of the isolated system, installing high-profile malware or APT.
Attackers may gain physical access to the isolated system
through direct infiltration or by manipulating insiders. Once
physical access is achieved, malware or malicious hardware
can be introduced to compromise the system [16]. USB drives
or other removable media can be used as malware delivery
vectors. An attacker may infect a device outside the air-
gapped environment, insert an infected USB drive into the
isolated system, and execute or transfer malware. Phishing,
malicious insiders, or other social engineering techniques
may be employed to trick individuals with access to the air-
gapped system into taking actions that compromise security,
such as clicking on malicious links or downloading infected
files. Attackers may also use software supply chain attacks
by targeting software application dependencies or third-party
libraries. By compromising these dependencies, they can intro-
duce vulnerabilities or malicious code that may go unnoticed
during development and testing [40].

Data gathering. At the second stage, the malware may
gather information of interest, including files, keylogging,
biometric information, encryption keys, images, etc. The in-
formation might be collected locally or by several instances of
the APT and may be kept in a persistent way in a file system
on the hard disk drive.

Data exfiltration. As part of the third phase of the attack,
the APT may choose to exfiltrate the information. At this stage,
the data is encoded and exfiltrated acoustically, modulated
over the acoustic signals emanating from the LCD screens of
local computers. Nearby microphones, compromised laptops,
or malicious-infected smartphones can collect acoustic signals.
The receiving device records the acoustic signals, demonstrates
and decodes them, and then sends them to the attack over the
Internet.



Fig. 1. Attack scenario. A malware infection on the compromised computer
(A) encodes information and uses crafted pixel patterns to exfiltrate it over
the emanated acoustic signals. A nearby laptop computer receives the signals,
decodes them, and sends them to the attacker.

Figure 1 illustrates the attack scenario. A malware infection
on the compromised computer (A) encodes information and
uses crafted pixel patterns to exfiltrate it over the emanated
acoustic signals. A nearby laptop computer receives the sig-
nals, decodes them, and sends them to the attacker.

IV. TECHNICAL BACKGROUND

A. LCD Screen

An LCD screen is built from several distinct layers, each
playing a crucial role in displaying images. At the forefront,
a polarizing layer filters and polarizes the light that enters
the screen, allowing only light of a specific polarization to
proceed. Beneath this, glass substrates house thin-film transis-
tors (TFTs), which are microscopic electronic switches. These
switches manage the activation of individual pixels across the
screen. Functioning as semiconductor devices, TFTs organize
into a grid, with each pixel linked to its own transistor. These
transistors regulate the electrical current flowing to the layer
of liquid crystals. Directly above the transistors, color filters
are embedded, consisting of red, green, and blue hues. These
filters assign the color of each pixel. When an electric current
is applied, the liquid crystals adjust their orientation, thus
altering their optical characteristics. This change allows light
to either pass through or be blocked, depending on the voltage
applied to each pixel. Behind the layer of liquid crystals,
another polarizing layer is placed, ensuring that only correctly
oriented light can reach the viewer’s eyes. For visibility, LCD
screens require a backlight, typically provided by cold cathode
fluorescent lamps (CCFL) or LEDs in contemporary models.
This backlight emits a consistent stream of light that traverses
the screen’s layers to produce visible images. A diffuser layer
sits between the backlight and the liquid crystals, ensuring the
light spreads uniformly across the display.

B. The Acoustic Effects in LCD

Acoustic noise from LCD screens results from the dynamic
interaction between bitmap patterns and power supply and
capacitor loads, resulting in variations in acoustic emissions.
These changes in power consumption can cause mechanical
vibrations or piezoelectric effects in capacitors, producing au-
dible noise. Coils within the power supply, known as inductors,

can also contribute to noise through a phenomenon known as
coil whine. In ‘coil whine’, electrical current flows through the
coil, causing it to vibrate at audible frequencies, particularly
during periods of varying loads induced by varying screen
images. The correlation between specific bitmap patterns and
the acoustic frequency generated from a screen hinges on
how these patterns influence the electrical behavior of the
screen’s components, notably the power supply capacitors
and inductors (coils). This leads to variations in physical
phenomena like coil whine or the piezoelectric effect, which
generate sound.

In the context of the PIXHELL attack, certain bitmap pat-
terns require more power to display than others. Particularly,
a white pixel demands more power from the supply than a
dark pixel. Intermediate patterns vary in power consumption
based on the number of pixels lit and their distribution across
the screen. Consequentially, electronic components within the
LCD monitor, such as transformers or conductors, can produce
high-pitched noise when they vibrate at specific frequencies,
reflecting the current bitmap pattern shown on the screen.

C. Other LCD Noise Sources

Notably, LCD screens have additional sources of noise. The
backlight inverter, which powers the LCD screen backlight,
may produce a faint whining noise. This can occur due to
the inverter’s electrical components. The LCD monitor may
pick up interference from other electronic devices or cables.
This interference can manifest as a whining sound through the
monitor’s built-in speakers or as electromagnetic interference,
causing speakers near emit noise. The inverter can produce
audible high-frequency noise due to rapid voltage switching.
Integrated circuits used for voltage regulation can generate
high-frequency noise as they maintain stable voltage levels
for various components within the monitor.

V. TRANSMISSION

This section discusses the signal generation, modulation
scheme, and communication protocol.

A. Signal Generation

The acoustic signal is generated when creating black-and-
white rows on the screen. The width of the rows corresponds
to the frequency of the audio transmission. The pixel clock
frequency is measured in Hz and represents the number of
pixels transmitted per second. It is calculated by multiplying
the total number of pixels in each row by the total number of
rows (vertical resolution) and then multiplying by the refresh
rate, as shown in Equation 1.

Pclk = Hres × Vres ×Rrates (1)

The modulation of the bitmap on the monitor is defined by
several parameters, including the pixel clock frequency Pclk,
the horizontal resolution Hres, the vertical resolution Vres, and
the total number of pixels per cycle. The total pixel count per
cycle can be expressed as:



cycleSize =
Pclk

f

where Pclk is the pixel clock frequency and f is the
modulation frequency. The cycle is divided into two equal
halves:

halfCycle =
cycleSize

2

Given these parameters, the modulation process computes
the pixel positions based on the horizontal and vertical coor-
dinates, denoted by x ∈ [0, Hres] and y ∈ [0, Vres].

For each pixel located at (x, y), a sample number is calcu-
lated as:

sampleNumber = x+ y ·Htotal

where Htotal represents the total horizontal pixel count,
including blanking intervals. The modulation is determined
by the position of the sample number within the modulation
cycle. Specifically, the remainder of the sample number, when
divided by the cycle size, is used to decide the pixel state:

remainder = sampleNumber mod cycleSize

The pixel value is assigned based on the remainder. If
remainder < halfCycle, the pixel value is set to white (0xFF ).
Otherwise, the pixel value is set to black (0x00). This modula-
tion scheme produces a visual pattern of alternating black and
white regions that corresponds to the modulation frequency.

This process is applied to each pixel in the display. By
iterating over the full screen resolution, the modulation creates
a binary signal where the display alternates between black
and white strips. These strips are aligned with the square
wave defined by the modulation frequency, resulting in a
visually modulated output. The overall process generates a
modulated visual representation on the screen, using precise
pixel placement based on the calculated cycle parameters.

Figure 2 shows four bitmap patterns generated on the screen
with the signal generation algorithm, modulating an acoustic
signal at 5000 Hz, 10000 Hz, 15000 Hz, and 20000 Hz.

B. Modulation

The signal generation technique allow the implementation
of three basic types of modulations: On Off Keyking (OOK),
Frequency Shift Keying (FSK), and Amplitude Shift Keying
(ASK).

1) On-Off Keying (OOK): On-Off Keying (OOK) is a
simple modulation where the presence or absence of a carrier
wave represents binary data. In OOK, binary ’1’ is represented
by the presence of a carrier wave at a specific frequency, while
binary ’0’ is represented by the absence of the carrier wave. In
our case, a bitmap produced at a given frequency is a carrier,
which is then modulated according to the transmitted bits. It
is expressed as

sOOK(t) = A · b(t) · cos(2πfct+ ϕ)

where A is the amplitude of the carrier, b(t) is the binary
data signal 1 for the presence of the carrier and 0 for its
absence, fc is the carrier frequency, ϕ is the initial phase of
the carrier, and t is time.

2) Frequency Shift Keying (FSK): Frequency Shift Keying
(FSK) is a modulation scheme in which the frequency of
a carrier wave is varied in accordance with the binary data
being sent. This method encodes binary data into the frequency
variations of a continuous carrier wave, with different frequen-
cies representing different binary values. The simplest form
of FSK is Binary FSK, where only two frequencies are used
where one frequency (f1) represents a binary ’1’, and another
frequency (f2) represents a binary ’0’. MFSK uses more than
two frequencies, allowing it to encode more bits per symbol.
It is expressed as

sFSK(t) = A · cos(2πf(t)t+ ϕ)

where A is the constant amplitude of the carrier, f(t) is the
instantaneous frequency of the carrier, which switches between
f1 for binary ’1’ and f2 for binary ’0’, ϕ is the initial phase
of the carrier, and t is time.

3) Amplitude Shift Keying (ASK): Amplitude Shift Keying
(ASK) modulation is a form of digital modulation where the
amplitude of a carrier wave is varied in accordance with the
binary data being transmitted. In ASK, the carrier signal’s
amplitude switches between two levels, representing binary
data. It is expressed as

sASK(t) = A(t) · cos(2πfct+ ϕ)

where A(t) is the time-varying amplitude of the carrier,
which changes with the binary data signal (higher amplitude
for binary ’1’ and lower or zero amplitude for binary ’0’, fc
is the carrier frequency, ϕ is the initial phase of the carrier,
and t is time.

We implemented each of the three modulation schemes for
the PIXHELL transmitter application.

C. Transmission Protocol

We used a basic packet structure as follows: Preamble
Sequence of Bit. This part of the header is used for syn-
chronization, allowing the receiver to synchronize its buffer
with the sender’s clock based on the pattern of bits. The
length of this sequence is eight alternating bits (0xAA) and
varies depending on the specific protocol. It consists of a
repeating pattern that allows the receiver to detect and use
timing and amplitude parameters. Payload of 32 Bits. The
payload carries the actual data being transmitted. In this case,
it is specified as 32 bits long. This part of the packet contains
meaningful information the sender wishes to communicate
with the receiver. The payload size can impact the efficiency
and speed of data transmission, with 32 bits being relatively
small, making it suitable for simple or compact data structures,
such as keylogging, texts, encryption keys, etc. CRC of 8
Bits. CRC (Cyclic Redundancy Check) is used to check for
errors in the transmitted packet. The CRC is calculated based
on the payload data before transmission. The receiver then



Fig. 2. Four bitmap patterns generated on the screen with the signal generation algorithm, modulating an acoustic signal at 5000 Hz, 10000 Hz, 15000 Hz,
and 20000 Hz.

Fig. 3. Spectrogram of a packet received by a nearby smartphone.

recalculates the CRC from the received data and compares it
to the transmitted CRC to check for integrity. An 8-bit CRC
can detect common types of errors, such as single/double-
bit errors, making it a compact and effective choice for error
detection in our packets.

Figure 3 shows the spectrogram of a packet received by a
nearby smartphone.

VI. RECEPTION

We implemented the receiver for Microsoft Windows and
Android OS with a similar main algorithm structure. The
demodulator for the described packet involves several steps
presented in Algorithm 1, focusing on synchronizing with the
preamble sequence, extracting the payload, and verifying the
integrity of the data using the CRC.

The demodulator receives the time-domain signal, which
may contain frequencies modulated from the transmitted data.
We apply a window function to the signal segment to reduce
spectral leakage before FFT. The signal is then processed
through an FFT algorithm, transforming it into a spectrum
representing the signal’s frequency components and their
amplitudes in a time window, representing it as a stream.
We implemented the OOK, M-FSK, and ASK demodulator
versions. For simplicity, the FFT process is not shown in the
pseudocode, and we focus instead on the demodulator logic.

The demodulator continuously monitors the incoming bit
stream to detect the preamble sequence. This involves a
correlation process, where the demodulator compares the
incoming bits with the expected preamble pattern. The func-

Algorithm 1 Demodulate Packet
1: Input: inputStream
2: Output: Decoded data
3: const PREAMBLE PATTERN = “10101010”
4: const PAYLOAD LENGTH = 32
5: const CRC LENGTH = 8
6: while not end of inputStream do
7: if detectPreamble(inputStream, PREAMBLE PATTERN)

then
8: synchronizeWithPreamble(PREAMBLE PATTERN)

9: payload = readBits(inputStream, PAY-
LOAD LENGTH)

10: receivedCRC = readBits(inputStream,
CRC LENGTH)

11: calculatedCRC = calculateCRC(payload)
12: if receivedCRC == calculatedCRC then
13: processPayload(payload)
14: else
15: handleCorruptedPacket()
16: end if
17: end if
18: end while

tion detectPreamble() implements correlation or pat-
tern matching to determine the preamble (line 7). When
the correlation exceeds a certain threshold, indicating a
high probability of preamble detection, the demodulator con-
cludes that the packet start has been found. The function
synchronizeWithPreamble() adjusts the bit synchro-
nization based on the detected preamble for accurate bit
sampling and extracts the channel parameters, depending on
the modulation (ASK, FSK, etc.). After synchronization, the
demodulator samples the next 32 bits as the payload of the
packet (readBits()) which are read and temporarily stored
for further processing (line 10). The demodulator calculates
the CRC of the extracted payload using the CRC algorithm as
the sender. This involves processing the 32 bits of the payload
through a predetermined polynomial equation to produce an
8-bit CRC value. If the two values match, the packet is
considered error-free, and the payload is passed on to the next
stage of processing (processPayload())). If the CRC
values do not match, it indicates that the packet has been
corrupted during transmission, and the packet is discarded



TABLE I
TESTED LCD SCREENS

Screen Model Size

LCD1 ViewSonic VA2232WM-LED 22-inch 1680 x 1050
LCD2 Samsung syncMaster 226BW 22-inche 1680 x 1050
LCD3 Eizo FlexScan 24.1-inch 1920 x 1200
LCD4 Samsung TV UA40B6000VRXSQ 40-inch 1920 X 1080

Fig. 4. Chirp acoustic signal from four LCD screens

(handleCorruptedPacket()).
Note that since the PIXHELL covert channel is unidi-

rectional, using error correction might be a better choice
for the covert channel. Unlike error detection, which merely
identifies the presence of errors, error correction mechanisms
can identify and fix errors within corrupted data. This en-
sures the integrity and accuracy of the received or retrieved
information. Implementing error correction is possible with
various approaches such as Hamming Distance, Forward Error
Correction (FEC), and others.

VII. EVALUATION

We evaluated the covert channel for various parameters
described in this section. For the primary tests, we used
the four LCD screens listed in Table I. LCD1 is a 22-inch
ViewSonic VA2232WM-LED with a resolution of 1680 x
1050, LCD2 is a 22-inch Samsung SyncMaster 226BW with a
resolution of 1680 x 1050, LCD3 is a 24.1-inch Eizo FlexScan
with a resolution of 1920 x 1200, and LCD4 is a 40-inch
Samsung TV model UA40B6000VRXSQ with a resolution of
1920 x 1080. Our Android app was installed on the Samsung
Galaxy S11 phone, and the demodulator was run on the Dell
Latitude with Microsoft Windows. Figure 4 shows the sweep
signal generated from the four screens. As can be seen, the
signal wraps around the low frequencies (3-5 kHz) up to 15
kHz and reaches the near ultrasonic band (20 kHz and above)
in LCD1 and LCD4.

A. SNR

Table II summarizes the Signal-to-Noise Ratio (SNR) values
for four different display brands (ViewSonic, Samsung, EIZO,
and TV) at various distances (from 0 to 2.5 meters) and
for three different bit rates (5, 10, and 20 bps). The SNR
values across all brands and conditions range broadly from
5 dB (Samsung at 2.5 meters, 20 bps) to 43 dB (TV at
0.5 meters, 5 bps), indicating significant variability based on
brand, distance, and bit rate. The TV brand consistently shows
higher SNR values at shorter distances (0 and 0.5 meters)
across all bit rates, with the peak being 43 dB at 0.5 meters
for 5 bps, indicating superior performance in minimizing
noise at closer ranges. ViewSonic shows a relatively stable
performance across distances and bit rates, with SNR values
mostly above 20 dB, peaking at 34 dB at 1 meter for 20 bps.
Samsung demonstrates more variability, particularly struggling
at longer distances (2 and 2.5 meters) with SNR dropping to
as low as 5 dB at 2.5 meters for 20 bps. EIZO exhibits the
most fluctuation, with low SNR values at 0.5 and 1.5 meters
across all bit rates, but recovers at 1 and 2 meters, suggesting
inconsistency in performance based on distance. TV stands
out for maintaining high SNR values at closer distances,
though it shows a decline as distance increases, maintaining
better performance than the other brands at longer distances.
Note that There’s a general trend where SNR decreases as
distance increases, which is expected due to signal attenuation.
However, the rate of decline varies by brand and bit rate, with
some brands maintaining better performance over distance.

B. Location

The power and quality of the emanated acoustic signal
depend on the specific screen structure, its internal power
supply, coil and capacitor locations, etc. Table VII-B provides
a comparison of signal-to-noise ratio (SNR) values for differ-
ent screens, with a smartphone receiver positioned on various
sides of each screen (back, front, left, right, and on the desk).
Each screen is identified by its brand, specific model, and
resolution, with all but one model featuring a resolution of
1920x1080 pixels; the Dell E198FPb model stands out with a
resolution of 1280x1024 pixels. The SNR values are presented
in dB (decibels), indicating the signal strength level relative
to background noise from different orientations relative to the
screen. Dell E2216HV shows a notably high SNR value of
23.79 dB when the receiver is located at the back. This is
significantly better than other screens in similar positions. The
ViewSonic VX2370S-LED and BenQ GW2255 exhibit higher
SNR values when the receiver is on the desk, at 17.71 dB and
19.16 dB, respectively. This suggests these models perform
well in a typical desk setup. HP 2310ti has the highest SNR
value of 12.91 dB when the receiver is placed on the desk.
This indicates improved performance in this specific setup.
The SNR values vary significantly based on the receiver’s
position relative to the screen, with generally higher values
at the back, suggesting that facing the screen from the back
often results in better signal reception.



TABLE II
MEASURED SNR

Distance (m) ViewSonic Samsung EIZO TV
SNR 5 bps SNR 10 bps SNR 20 bps SNR 5 bps SNR 10 bps SNR 20 bps SNR 5 bps SNR 10 bps SNR 20 bps SNR 5 bps SNR 10 bps SNR 20 bps

0 24 dB 28 dB 27 dB 23 dB 23 dB 24 dB 22 dB 22 dB 20 dB 32 dB 38 dB 25 dB
0.5 26 dB 23 dB 26 dB 20 dB 22 dB 20 dB 12 dB 11 dB 11 dB 30 dB 38 dB 36 dB
1 27 dB 30 dB 34 dB 21 dB 19 dB 20 dB 23 dB 22 dB 21 dB 32 dB 30 dB 22 dB
1.5 26 dB 29 dB 31 dB 17 dB 19 dB 18 dB 12 dB 12 dB 13 dB 23 dB 22 dB 21 dB
2 18 dB 23 dB 27 dB 14 dB 17 dB 13 dB 17 dB 14 dB 13 dB 23 dB 20 dB 18 dB
2.5 27 dB 20 dB 23 dB 15 dB 13 dB 5 dB - - - - -

TABLE III
SNR WITH A SMARTPHONE RECEIVER LOCATED AT VARIOUS SIDES OF THE SCREEN

# Screen Model Resolution Back Front Left Right Desk

1 ViewSonic VA2232WM-LED VS14517 1920x1080 8.84 dB 10.08 dB 8.7 dB 6.52 dB 9.34 dB
2 HP 2310ti X 1920x1080 8.59 dB 11.03 dB 9.98 dB 7.44 dB 12.91 dB
3 Dell E2216HV 1920x1080 23.79 dB 19.25 dB 16.07 dB 12.96 dB 14.54 dB
4 ViewSonic VX2370S-LED VS14880 1920x1080 10.80 dB 12.00 dB 12.59 dB 18.21 dB 17.71 dB
5 BenQ GW2255 GL2250-T 1920x1080 16.22 dB 15.28 dB 12.51 dB 12.12 dB 19.16 dB
6 Dell E198FPb 1280x1024 15.94 dB 8.52 dB 9.13 dB 8.36 dB 12.56 dB
7 Samsung S22A450MW 1920x1080 19.17 dB 9.58 dB 8.29 dB 13.78 dB 10.23 dB
10 Dell P2419H 1920x1080 14.96 dB 19.14 dB 9.96 dB 9.06 dB 17.98 dB
12 Samsung TV 1920x1080 18.22 dB 9.5 dB 8.87 dB 7.6 dB 13.60 dB

C. Orthogonal Frequency-Division Multiplexing (OFDM)

In Orthogonal Frequency-Division Multiplexing (OFDM),
the signal is divided into sub-carriers maintained simultane-
ously. By splitting the screen into n strips, it is possible to
implement OFDM modulation. This can be done by dividing
a data signal across multiple closely spaced carrier frequencies
to provide efficient data transmission. A portion of the screen
modulates each carrier frequency. Because they are orthogonal,
they can be tightly packed without interfering with each other.
This orthogonality allows efficient spectrum utilization. The
bitmap projected on the screen encodes n different frequen-
cies. Figure 5 shows the spectrogram of FSK (left) and OFDM
(right) modulated acoustically from an LCD screen. In this
case, two frequencies are demonstrated where fa and fb are
generated by two encoded bitmaps (Figure 6). However, it’s
worthwhile to note that the amount of energy (emitted noise)
in each sub-carrier is highly correlated with the size of the
bitmap patterns. With the image split into n stripes, the signal
strength in each sub-carrier would be divided by n.

Note that selecting appropriate sub-carrier frequencies is
essential for maintaining orthogonality and system efficiency.
The frequency of the n-th sub-carrier (fn) in an OFDM system
is determined by the formula fn = fc + n ·∆f , where fc is
the central frequency of the OFDM channel, n is the sub-
carrier index, and ∆f is the sub-carrier spacing. The sub-
carrier spacing, which is crucial for ensuring orthogonality
among the sub-carriers, is chosen as the reciprocal of the
system’s symbol duration (T ), i.e., ∆f = 1

T . This selection
ensures that the sub-carriers are orthogonal over each symbol
period, preventing inter-carrier interference and allowing for
efficient spectrum use.

Fig. 5. FSK (left) and OFDM (right).

Fig. 6. Splitted screen modulating two sub-carriers.

D. Stealth and Brightness

In its standard form, the PIXELL attack is not hidden, i.e., it
is visible to users looking at the LCD screen. To remain covert,
attackers may use a strategy that transmits while the user
is absent. For example, a so-called ’overnight attack’ on the
covert channels is maintained during the off-hours, reducing



Fig. 7. Waveform of the acoustic signal emanating from the LCD screen.

Fig. 8. Transmitting screen with RGB levels of (1,1,1), (3,3,3), 7,7,7, and
15,15,15

the risk of being revealed and exposed.
We developed an evasion technique for the PIXELL attack

to remain stealthy during working hours. Our method is based
on the assumption that low changes in brightness and pixel
colors would be less noticeable to humans. In our techniques,
the pixel colors are reduced to very low values before transmit-
ting, which appears like a black screen to the unaware user
who stands remotely. To achieve that effect, two techniques
can be employed.

• Backlight Control. As mentioned in section IV backlight
on LCD screens refers to a light source placed behind
the liquid crystal layers to illuminate the display. LCD
panels themselves do not produce light; they control light
transmission through the liquid crystals to create images.
In most cases, the backlight is placed directly behind
the display. This configuration can offer better brightness
uniformity and can support local dimming. This improves
the contrast ratio by dimming the backlight in parts of
the screen that display black while keeping it bright in
lighter parts. Controlling the backlight of an LCD screen
via software involves adjusting the brightness level of
the screen’s backlight to suit user preferences or ambient
light conditions, usually in brightness values of 0-255.
This control can be achieved through various methods
and is supported by operating systems, device drivers,
and specific applications. In Linux, the xbacklight
command line tool can be used to set the backlight levels,
e.g., xbacklight -set 10 set the illumination levels
to 10%.

Fig. 9. Measured SNR where the RGB colors are increased from (0,0,0) to
(255,255,255) on three LCD screens.

• Pixels RGB Control. The RGB values of the pixels
shown on the screen are (V ,V ,V ), with V being 255
by default, which produces the most significant acoustic
emission. By setting the RGB values of the pixels to
lower values, it is possible to reduce the brightness of
the generated bitmap. Figure 8 shows a transmitting
screen with RGB levels of (1,1,1), (3,3,3), (7,7,7), and
(15,15,15).

It’s important to note that brightness levels directly affect
electrical current activity and, hence, the sound produced by
the screen. Figure 7 shows the waveform of the acoustic signal
emanating from the LCD screen. Backlight levels are gradually
increased from 10% to 100%. However, lower RGB values
yield lower emitted signals. This can be seen in Figure 9,
which shows the measured SNR where the RGB colors are
graduated from (0,0,0) to (255,25,255) on three LCD screens.
The acoustic signal’s SNR has gradually increased from 4-
6 dB to 33-37 dB, with the highest RGB values (255, 255,
255). It is important to note that this stealth technique is not
bulletproof; if a user looks carefully at the screen, he can
notice anomalous patterns. In addition, sound production is
significantly reduced at lower brightness levels.

E. Multiple Sources

An attack scenario involving a single transmitter screen is
the most common. Nevertheless, it is possible to maintain
a covert channel from several sources as depicted in Figure
10. An example is when the user splits his working area
across several screens. It is also possible to have two or
more screens belonging to different users located on the same
desk that belong to different users. As a result, malware
can split data between several exfiltration points and leak
it. To enable the receiver to aggregate the data correctly,



Fig. 10. Spectrogram of signals received from one, two, three, and four
screens simultaneously.

Fig. 11. Maintaining a covert channel from two sources.

additional meta information must be added to it. Based on
n transmitting screens, the bandwidth of the covert channels
would be BW ∗ n. It is important to choose the right carrier
frequency for each transmitting computer to avoid collisions
between the transmission band and its harmonics. Figure 10
shows the spectrogram of signals received from one, two,
three, and four screens simultaneously, in bands wrapping
around 6 kHz, 9 kHz, 14.5 kHz, and 15.5 kHz. Notably, some
signals are received stronger than others depending on where
the screen is positioned and where the receiver is positioned.

VIII. COUNTERMEASURES

Covert acoustic channels are countered by detecting, dis-
rupting, or preventing their transmission.

• Jamming and Noise Generation. With this defensive
measure, ambient noise masking in the environment
can interfere with the acoustic signals generated from
the LCD screen, making transmission less reliable and
harder to decode. Acoustic jammer devices work mainly
on the principle of auditory masking, where complex
noise obscures sound. They can be effective in various
environments, from personal spaces to offices or meeting
rooms, where the acoustic covert channel might occur.
The PIXELL attack involves an equal-intensity random
signal with a constant power spectrum density of 0-24
kHz. However, such devices’ environmental and health
implications can vary by jurisdiction, and they are con-
sidered less practical for wide deployment.

• Spectrum Monitoring. Monitoring the audio spectrum
for unusual or uncommon signals can help detect the

acoustic covert channel. This includes looking for data
transmission patterns or frequencies outside the envi-
ronmental norm. In environments with varying or high
background noise levels, distinguishing between normal
ambient sounds and covert transmissions can be challeng-
ing. Complex or fluctuating noise patterns can be identi-
fied as a covert channel, leading to false positives [10].
Note that the PIXHELL attack might use frequencies that
overlap with legitimate audio sources. For example, the
ultrasonic band might share frequencies with items that
emit ultrasonic noise during normal operation, such as
power supplies and other electronic devices in the area.

• Access Control and Physical Security. Limiting phys-
ical access to sensitive areas and ensuring that devices
that could be used to initiate or receive acoustic signals
are kept out of these areas can reduce the risk of acoustic
covert channels being established. Banning smartphones,
laptops, and microphones from sensitive areas may re-
duce data exfiltration risk.

• Anomaly Detection Systems. Implementing anomaly
detection systems that identify suspicious behavior on the
bitmap shown on the screen. In the case of a PIXELL
attack, an analysis of the screen buffer can be used to
detect the transmission pattern, which usually consists of
white pixels on iterative patterns that encode a specific
frequency. Such a solution can be implemented at the user
or kernel level. For example, utilizing GDI functions to
capture the screen. In Windows OS, Win32 API functions
such as BitBlt() [4] can be used to copy the screen
buffer or a window into a bitmap. Such security solutions
can be bypassed by malware running on a compromised
computer at the user and kernel levels.

• External camera monitoring. Detecting the covert chan-
nel using an external camera and image analysis applies
to monitor for unusual modulated screen patterns. It
involves developing algorithms for specific patterns in-
dicative of data transmission, such as white pixel bitmaps
with certain intervals, intensity changes, or color shifts.
However, this solution is not always feasible since intro-
ducing monitoring cameras to specific places might pose
a security challenge.

IX. CONCLUSION

This paper presents PIXHELL, an acoustic covert channel
on air-gap, audio-gapped computers. We show that although
these systems lack standard audio capabilities (e.g., loudspeak-
ers), attackers can abuse the screen to generate sound. Our
technique uses special pixel patterns to control the sound
emission from the screen’s internal electric components due to
coil whining and piezoelectric effects. We presented the attack
model and discussed scenarios such as malicious insiders
and compromised mobile devices. We compared this work
with others in the domain and presented its contribution. We
provided the design and implementation of a transmitter and
receiver on mobile and laptop and discussed various modu-
lation methods, such as M-FSK and OFDM. We evaluate the



covert channel in several aspects, including distance and speed.
We also proposed a stealth and evasion technique that uses
low-brightness bitmaps to conceal the covert channel. Finally,
we provide defensive countermeasures to the PIXHELL attack.
Our results showed that various data types can be exfiltrated to
nearby mobile phones, microphones, or laptops at a distance
of 2m or more.
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