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Abstract

This paper investigates the stochastic behavior of an n-node blockchain which is
continuously monitored and faces non-stop cyber attacks from multiple hackers. The
blockchain will start being re-set once hacking is detected, forfeiting previous efforts
of all hackers. It is assumed the re-setting process takes a random amount of time.
Multiple independent hackers will keep attempting to hack into the blockchain until
one of them succeeds. For arbitrary distributions of the hacking times, detecting times,
and re-setting times, we derive the instantaneous functional probability, the limiting
functional probability, and the mean functional time of the blockchain. Moreover,
we establish that these quantities are increasing functions of the number of nodes,
formalizing the intuition that the more nodes a blockchain has the more secure it is.

Keywords and phrases: blockchain; instantaneous functional probability; limiting
functional probability; mean functional times; multiple hackers; random re-setting
time.

1 Introduction

The Internet has become an inseparable part of our life. Nowadays most organizations
have an online platform for conducting business with their customers. The convenience and
efficiency provided by this online business mode come with a serious risk: an organization has
become more vulnerable to cyber attacks that could cost them a fortune. The devastating
effect of a cyber attack is as fresh as in recent memory, as evidenced by the Colonial Pipeline
ransomware attack in 2021, the service attack on many major US airports in 2022, the
cyber attack against DP World Australia Port in 2023, and the Lurie Children’s Hospital
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ransomware attack in 2024. Each organization must protect its information and maintain
its online business. One solution is to back up all its data continuously. Unfortunately, this
idea is not practical for most organizations due to the astronomical amount of information
they have to store. A viable option is to store sensitive data on a blockchain. A blockchain
consists of several identical computers in a network; each is called a node and stores identical
data as other nodes do. All nodes continuously verify the data according to the majority
rule—any piece of data is considered valid only if it is consistent with its counterpart on at
least half of the nodes. While a hacker can steal the data stored on a node of a blockchain,
the stolen data is often skillfully encrypted and hence is almost useless to the hacker due
to the public key encryption technology (e.g., Diffie and Hellman 1976, Rivest et al. 1978,
Goldwasser and Micali 1982, Goldwasser et al. 1988. Therefore, most hackers would either
wreak havoc on the organization by altering the data stored on the blockchain or making
a ransom demand by locking the data on the blockchain. The former type of cyber attack,
called cyber destructive attack, requires a hacker to hack into at least half of the nodes;
the latter type, called cyber ransom attack, requires the hacker to hack into all nodes. In
view of this, blockchains do not provide cyber-attack-proof protection, but they reduce an
organization’s likelihood of incurring cyber losses. For a comprehensive review of elements
of blockchains and their applications, see Tama et al. (2017), Zheng et al. (2018), Casino et
al. (2019), Kumar et al. (2020), and references therein.

The security issues of a blockchain have received significant attention from the scientific
community; see, for example, Corbet et al. (2020), Hussain et al. (2022), Khanum and
Mustafa (2022), Khan and Salah (2017), Li et al. (2071), Meng et al. (2018), and Tsuchiya
et al. (2021). However, there are only a few papers that study the operations-research-
theoretic aspect of a blockchain; see, for instance, Choi et al. (2020), Melo et al. (2021), Xu
and Hong (2014), and Zhang et al. (2020). In particular, Xu and Hong (2024) investigate the
stochastic behavior of an n-node blockchain under cyber attacks from a single hacker. This
article is a further study along this line. For arbitrary distributions of the detecting times,
hacking times, and re-setting times, it derives several key quantities of an n-node blockchain
under cyber attacks from multiple hackers when it takes a random amount of time to re-set
the blockchain.

The remainder of the article is organized as follows. Section 2 describes the problem
under consideration and establishes some notational conventions. Section 3 investigates
the stochastic behavior of an n-node blockchain in our setting and gives formulas for the
instantaneous functional probability, limiting functional probability, and mean functional
time. It also establishes that these quantities are increasing functions of the number of
nodes. This substantiates the intuition that the more nodes a blockchain has the harder it
is to hack into it. Section 4 provides several numerical examples. Many technical details of
these examples are delegated to the Appendix. Section 5 concludes the article with some
remarks. Python code for all examples is available at https://github.com/xuxiufeng/

Blockchain_Simulation_Multiple_Hackers_with_Resetting_Times.
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2 Model setup and notation

We consider a blockchain of n identical nodes where n ≥ 2. The blockchain is under con-
tinuous monitoring (i.e., 24-hour monitoring) of the IT department of an organization for
potential cyber attacks. To perform a cyber destructive attack, a hacker must hack into
at least m = ⌊n/2⌋ + 1 nodes. We will focus on cyber destructive attacks only since the
case of a cyber ransom attack is similar except m is replaced by n. We assume there are
k independent hackers where k ≥ 1, and each of them continuously attacks the blockchain
until successfully hacking into the blockchain. Once a hacker hacks into the blockchain, he
will immediately start to alter the data on it. When that happens, we say the blockchain
is dysfunctional. Hence, the blockchain will be functional until at least one of the k hackers
successfully hacks into m nodes. The IT department will start re-setting the blockchain once
they detect that the blockchain is under attack. Resetting takes a random amount of time
to finish. After that, the previous effort of each hacker is forfeited.

Without lost of generality, we label the n identical nodes as node 1, node 2, . . . , and node
n. For i = 1, 2, . . . , n and j = 1, 2, . . . , k, let Xj

i be the time the j-th hacker needs to hack
into node i. For j = 1, . . . , k, we assume that Xj

1 , . . . , X
j
n are independent and identically

distributed (iid) according to a (cumulative) distribution function of FXj
1
with a probability

density function fXj
1
(x). Let Y be the time the IT department takes to detect any cyber

attack. We assume that Y has a cumulative function FY with a probability density function
fY (y). Let W be the time it takes for the IT department to re-set the blockchain. We assume
that W has a distribution function FW with a probability density function fW (w). Note that
Xj

i , Y, and W are mutually independent for j = 1, . . . , k. We call each Xi a hacking time,
Y a detecting time, and W a re-set time. For the jth hacker, if

∑m
i=1X

j
i < Y , then the

j-th hacker can change the data on the blockchain. If
∑m

i=1X
j
i ≥ Y , then the jth hacker is

detected by the IT department, and the blockchain will start being re-set immediately. It
takes W amount of time to complete the re-setting process. Once the re-setting is finished,
all the k hackers will conduct a new round of cyber attacks from the node 1.

The stochastic behavior of the blockchain can be described as follows. At time t = 0, the
blockchain starts to operate and all hackers start to work on hacking into the blockchain.
As all nodes are identical, we may assume that each hacker attacks the n nodes in ascending
order. That is, each of them will first attack node 1. If Y ≤ min1≤j≤k X

j
1 , the IT department

will detect the cyber attack before any hacker can hack into node 1. In that case, the IT
department will immediately start re-setting the blockchain, rendering all previous efforts
of each hacker in vain. The re-setting process takes W amount of time after which the
blockchain operates as if afresh and all hackers start to attack node 1 again. On the other
hand, if Y > min1≤j≤k X

j
1 , that is, at least one of the k hackers jas successfully bypassed the

firewall of node 1, he will immediately move onto attacking node 2. This process continues

until Zm = minj=1,...,k

(∑m
i=1X

j
i

)
< Y , i.e., one of the k hackers succeeds in hacking into

m nodes.
For given m and k, we define the instantaneous functional probability of the blockchain
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to be
Pmk(t) = P{the blockchain has not been hacked at time t}. (1)

As t → ∞, Pmk(t) converges to the limiting functional probability of the blockchain which is
defined as

Pmk(∞) = P{the blockchain will never be hacked}. (2)

3 Stochastic behavior of the proposed blockchain model

3.1 Limiting functional probability

To derive the limiting functional probability, we define a cycle to be the period from the
moment the blockchain starts afresh or has just been re-set to the next moment it starts
being re-set. Let N1 be the total number of cycles before one of the k hackers successfully
hacks into the blockchain, i.e., Zm ≤ Y . Then N1 is a geometric random variable1 with
parameter 1− pmk, where

pmk = 1− P

{ m∑
i=1

X1
i > Y,

m∑
i=1

X2
i > Y, . . . ,

m∑
i=1

Xk
i > Y

}
= 1− P

{
min

j=1,...,k

( m∑
i=1

Xj
i

)
> Y

}
= 1− P (Zm > Y ) = P (Zm ≤ Y )

=

∫ ∞

0

FZm(s)dFY (s), (3)

where FZm is the distribution function of Zm. The continuous-time process seems to be
mathematically intractable. However, if we focus only on those moments the blockchain
starts afresh, has just been re-set, or has just been hacked, then we can identify an embedded
three-state discrete-time Markov chain; see the following diagram.

1 23
1− pmk

pmk

1

1

Figure 1: Three-state semi-Markov process

1Here we interpret a geometric random variable with parameter p to be the number of failures until the
first success among a sequence of independent Bernoulli trails with success probability p.
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In State 1, the blockchain is functional, i.e., none of the k hackers has hacked intom nodes. In
State 3, the blockchain is dysfunctional (i.e., it has been hacked). In State 2, the blockchain
is being re-set. State 2 is an absorbing state. The transition matrix of this Markov chain is
given by (4). 0 pmk 1− pmk

0 1 0

1 0 0

 (4)

Condition on the outcome of the first cycle to obtain

Pm(∞) = (1− pmk)× 1× Pmk(∞) + pmk × 0.

It follows that Pm(∞) = 0. Intuitively, this says that if pmk > 0 then the blockchain will
eventually be hacked.

3.2 Mean functional time

To derive the mean functional time of blockchain, we identify a renewal process {N2(t)}t≥0

as follows:

N2(t) = max

{
k :

k∑
i=1

(Yi +Wi) ≤ t

}
,

where Yi
d
= Y | Y < Zm, i.e., Yi and the conditional random variable Y | Y < Zm have the

same distribution. We put

Tm =

N1∑
i=1

(Yi +Wi) + (Zm| Zm < Y ) . (5)

Then Tm is the functional time of the blockchain. Since N1 is independent of Yn+1, Yn+2, . . .,
N1 is a stopping time for the sequence {Yi}i≥1. It follows from Wald’s Identity that

E[Tm] = E[N1](E[Y1] + E[W1]) + E [Zm| Zm < Y ]

= E[N1]

{
E [Y | Y < Zm] + E[W1]

}
+ E [Zm| Zm < Y ] . (6)

3.3 Instantaneous functional probability

To obtain the instantaneous functional probability, we will establish a renewal-type equation.
To this end, we define St to be the last moment the blockchain is re-set before time t. That
is,

St =

N2(t)∑
i=1

Yi +Wi.
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Let FSt be the distribution function of St. Also, we use G(s) = E[N2(s)] to denote the
renewal function of {N2(t)}t≥0. Then

G(s) =
∞∑
k=1

P

(
k∑

i=1

Yi +Wi ≤ s

)
.

Moreover, we have

P (St = 0) = P (Y1 +W1 > t)

dFSt(s) = P (Y1 +W1 > t− s)dG(s), 0 < s < ∞.

To obtain Pm(t), we need to derive the probability that the blockchain is functional at t and
the probability that the blockchain is re-setting at t. For the former, we have

P{the blockchain is functional at t}
= P{the blockchain is functional at t | St = 0}P{St = 0}

+

∫ t

0

P{the blockchain is functional at t | St = s}dFSt(s)

= P {t < Zm ∧ Y }+
∫ t

0

P {t− s < Zm ∧ Y } dG(s),

where dFSt(s) = P{t − s < Y1 + W1}dG(s) and G(s) =
∑∞

k=1 P
(∑k

i=1 Yi +Wi ≤ s
)
. For

the latter, we have

P{the blockchain is re-setting at t}
= P{the blockchain is re-setting at t | St = 0}P{St = 0}

+

∫ t

0

P{the blockchain is re-setting at t | St = s}dFSt(s)

= P {Y ≤ t < Y +W1, Y ≤ Zm}

+

∫ t

0

P {Y ≤ t− s < Y +W1, Y ≤ Zm} dG(s).

Therefore,

Pmk(t) = P{the blockchain has not been hacked at t | St = 0}P{St = 0}

+

∫ t

0

P{the blockchain has not been hacked at t | St = s}dFSt(s)
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= P{the blockchain is functional at t | St = 0}P{St = 0}
+P{the blockchain is re-setting at t | St = 0}P{St = 0}

+

∫ t

0

P{the blockchain is functional at t | St = s}dFSt(s)

+

∫ t

0

P{the blockchain is re-setting at t | St = s}dFSt(s)

= P {t < Zm ∧ Y }+ P {Y ≤ t < Y +W1, Y ≤ Zm}

+

∫ t

0

P {t− s < Zm ∧ Y } dG(s)

+

∫ t

0

P {Y ≤ t− s < Y +W1, Y ≤ Zm} dG(s). (7)

3.4 Monotonicity of Pm(t) and E[Tm]

According to our intuition, the more nodes a blockchain has, the harder it is to hack into it.
Formally, this amounts to saying that Pm(t), Pm(∞), and E[Tm] all are increasing functions
of m. This is indeed the case, as the next theorem shows.

Theorem 3.1. Pmk(t), Pmk(∞), and E[Tm] are all increasing functions of m, where m =
⌊n/2⌋+ 1.

Proof. First, the definition of Zm implies

P{t < Y ∧ Zm+1} > P{t < Y ∧ Zm},

and
P{t− s < Y ∧ Zm+1} > P{t− s < Y ∧ Zm}.

Similarly, we have

P {Y ≤ t < Y +W1, Y ≤ Zm+1} > P {Y ≤ t < Y +W1, Y ≤ Zm}

and
P {Y ≤ t− s < Y +W1, Y ≤ Zm+1} > P {Y ≤ t− s < Y +W1, Y ≤ Zm} .

Then it follows from (7) that

Pm+1,k(t) > Pmk(t), for all positive integer m and t, (8)

which also implies

Pm+1,k(∞) = lim
t→∞

Pm+1,k(t) > lim
t→∞

Pmk(t) = Pmk(∞). (9)
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To show E[Tm] is increasing in m, we write it as

E[Tm] =
1− pmk

pmk

×
{
E[Y 1{Y≤Zm}]

1− pmk

+ E[W1]

}
+

E[Zm1{Y >Zm}]

pmk

=
E[Y 1{Y≤Zm}]

pmk

+
E[Zm1{Y >Zm}]

pmk

+
1− pmk

pmk

× E[W1].

Thus,

E[Tm+1]− E[Tm]

= (pmkpm+1,k)
−1

{
pmkE[Y 1{Y≤Zm+1}]− pm+1,kE[Y 1{Y≤Zm}]

+pmkE

[
Zm+11{Y >Zm+1}

]
− pm+1,kE

[
Zm1{Y >Zm}

]
+(pmk − pm+1,k)E[W1]

}
.

The first four terms in the brackets can be written as

pmkE[Y 1{Y <Zm}]− pm+1,kE[Y 1{Y <Zm}] + pmkE[Y 1{Zm<Y <Zm+1}]

+pmkE[(Zm+1 − Zm)1{Y >Zm+1}] + pmkE[Zm1{Y >Zm+1}]

−pm+1,kE[Zm1{Y >Zm+1}]− pm+1,kE[Zm1{Zm+1>Y >Zm}]

= (pmk − pm+1,k)E[Y 1{Y <Zm}] + (pmk − pm+1,k)E[Zm1{Y >Zm+1}]

+pmkE[Y 1{Zm+1>Y >Zm}] − pm+1,kE[Zm1{Zm+1>Y >Zm}]

+pmkE[(Zm+1 − Zm)1{Y >Zm+1}]

≥ (pmk − pm+1,k)E[Y 1{Y <Zm}] + (pmk − pm+1,k)E[Zm1{Y >Zm+1}]

+pmkE[Zm1{Zm+1>Y >Zm}] − pm+1,kE[Zm1{Zm+1>Y >Zm}]

+pmkE[(Zm+1 − Zm)1{Y >Zm+1}]

= (pmk − pm+1,k)E[Y 1{Y <Zm}] + (pmk − pm+1,k)E[Zm1{Y >Zm+1}]

+(pmk − pm+1,k)E[Zm1{Zm+1>Y >Zm}] + pmkE[(Zm+1 − Zm)1{Y >Zm+1}].

(3) implies that pmk is decreasing in m. It is also clear that Zm+1 − Zm > 0 almost surely.
Hence, E[Tm+1]− E[Tm] > 0.

Theorem 3.2. limm→∞ Pm(t) = 1 and limm→∞E[Tm] = ∞, where m = ⌊n/2⌋+ 1.

Proof. It is clear from (3) that limm→∞ pmk = 0. This is equivalent to saying that the embed-
ded discrete-time Markov chain will never be State 2 almost surely in the limit. Therefore,
limm→∞ Pm(t) = 1.
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Since limm→∞ pmk = 0, E[N1] = 1/pmk − 1 → ∞ as m → ∞. It follows from (6) that

lim
m→∞

E[Tm] ≥ lim
m→∞

E[N1]E [Y | Y < Zm]

= lim
m→∞

E[N1] lim
m→∞

[
E[Y 1{Y <Zm}]

P {Y < Zm}

]
= lim

m→∞
E[N1]E[Y ]

= ∞.

Intuitively, the more hackers out there, the more likely the blockchain will be hacker.
The next theorem confirms this intuition.

Theorem 3.3. Pmk(t), Pmk(∞), and E[Tmk] are all increasing functions of k, where k is a
positive integer.

Proof. For k1 > k2, we have

Zmk2 = min
j=1,...,k2

m∑
i=1

Xj
i ≥ min

j=1,...,k1

m∑
i=1

Xj
i = Zmk1 ,

and hence

Zmk2 ∧ Y ≥ Zmk1 ∧ Y,

Then (7) implies

Pmk1(t)− Pmk2(t) = P{t < Zmk1 ∧ Y } − P{t < Zmk2 ∧ Y }

+

∫ t

0

P{Y ∧ Zmk1 > t− s} − {Y ∧ Zmk2 > t− s}dG(s)

+

∫ t

0

P {Y ≤ t− s < Y +W1, Y ≤ Zmk1}

−P {Y ≤ t− s < Y +W1, Y ≤ Zmk2} dG(s)

≤ 0.

This shows that Pmk(t) is an increasing function of k.
Next, (6) implies

E[Tmk] =
E[Y 1{Y≤Zmk}]

pmk

+
E[Zmk1{Y >Zmk}]

pmk

+
1− pmk

pmk

× E[W1].

Thus,

E[Tmk1 ]− E[Tmk2 ] = (pmk2pmk1)
−1

{
pmk2E[Y 1{Y <Zmk1

}]− pmk1E[Y 1{Y <Zmk2
}]

+pmk2E[Zmk11{Y >Zmk1
}]− pmk1E[Zmk21{Y >Zmk2

}] + (pmk2 − pmk1)E[W1]

}
.
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The first four terms in the brackets can be written as

pmk2E[Y 1{Y <Zmk1
}]− pmk1E[Y 1{Y <Zmk1

}]− pmk1E[Y 1{Zmk1
<Y <Zmk2

}]

+pmk2E[(Zmk1 − Zmk2)1{Y >Zmk1
}] + pmk2E[Zmk21{Y >Zmk1

}]

−pmk1E[Zmk21{Y >Zmk1
}] + pmk1E[Zmk21{Zmk2

>Y >Zmk1
}]

= (pmk2 − pmk1)E[Y 1{Y <Zmk1
}] + (pmk2 − pmk1)E[Zmk21{Y >Zmk1

}]

+pmk1E[Zmk21{Zmk2
>Y >Zmk1

}] − pmk1E[Y 1{Zmk1
<Y <Zmk2

}]

+pmk2E[(Zmk1 − Zmk2)1{Y >Zmk1
}]

≤ (pmk2 − pmk1)E[Y 1{Y <Zmk1
}] + (pmk2 − pmk1)E[Zmk21{Y >Zmk1

}]

+pmk1E[Zmk21{Zmk2
>Y >Zmk1

}] − pmk1E[Zmk11{Zmk1
<Y <Zmk2

}]

+pmk2E[(Zmk1 − Zmk2)1{Y >Zmk1
}]

= (pmk2 − pmk1)E[Y 1{Y <Zmk1
}] + (pmk2 − pmk1)E[Zmk21{Y >Zmk1

}]

+pmk1E[(Zmk2 − Zmk1)1{Zmk2
>Y >Zmk1

}]

+pmk2E[(Zmk1 − Zmk2)1{Y >Zmk1
}]

≤ (pmk2 − pmk1)E[Y 1{Y <Zmk1
}] + (pmk2 − pmk1)E[Zmk21{Y >Zmk1

}]

+pmk1E[(Zmk2 − Zmk1)1{Y >Zmk1
}]

+pmk2E[(Zmk1 − Zmk2)1{Y >Zmk1
}]

= (pmk2 − pmk1)E[Y 1{Y <Zmk1
}] + (pmk2 − pmk1)E[Zmk21{Y >Zmk1

}]

+(pmk2 − pmk1)E[(Zmk1 − Zmk2)1{Y >Zmk1
}]

= (pmk2 − pmk1)E[Y 1{Y <Zmk1
}] + (pmk2 − pmk1)E[Zmk11{Y >Zmk1

}]

≤ 0,

Besides, (pmk2 − pmk1)E[W1] ≤ 0. Therefore, E[Tmk] is an increasing function of k.

3.5 Cost-benefit analysis

Suppose C1(m) is the cost per unit of time for re-setting the blockchain, C2(m) is the cost
per unit of time for running the blockchain, and R(m) is the revenue earned per unit of time
by running the blockchain. Then the total net revenue (i.e., the total profit), denoted as
TNR, can be written as

TNR =

{
N1∑
i=1

Yi + (Zm| Zm < Y )

}
(R(m)− C2(m))− C1(m)

N1∑
i=1

Wi. (10)

It follows from Wald’s Identity that the total expected net revenue is given by the following
equation:

Em[TNR] = {E[N1]E [Y | Y < Zm] + E [Zm| Zm < Y ]} (R(m)−C2(m))−E[N1]E[W1]C1(m).
(11)

Therefore, the expected net revenue per unit of time, denoted as E[NR], can be written as

Em[NR] =
E[TNR]

E[Tm]
. (12)
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4 Examples

In this section, we provide three numerical examples. Derivations of all formulas are provided
in the Appendix.

Example 1 (Exponential hacking, exponential re-set, and exponential detecting times).

Suppose Xj
i

iid∼ Exp(λj) for i = 1, . . . , n and j = 1, . . . , k, Y ∼ Exp(δ), and W ∼ Exp(η) such
that Xj

1 . . . X
j
n, Y , and W are mutually independent, where Exp(λj), Exp(δ), and Exp(η)

denote the exponential distributions with rate λj > 0, δ > 0, and η > 0, respectively. We
have X ∼ Exp(λj) if and only if its probability density function is given by

f(x) = λje
−λjx, x > 0.

Clearly,
∑m

i=1X
j
i ∼ Gamma(m,λj), where Gamma(m,λj) denotes the gamma distribution

with shape parameter m and rate parameter λj. That is, X ∼ Gamma(m,λj) if and only if
its probability density function and cumulative density function are given by

f(x) =
λm
j

Γ(m)
xm−1e−λjx, x > 0,

and

F (x) =
1

Γ(m)
γ(m,λjx),

where Γ(m) =
∫∞
0

tm−1e−tdt is the Gamma function. The cumulative distribution function
of Zm is given by

FZm(z) = 1−
k∏

j=1

[
1− P

( m∑
i=1

Xj
i ≤ z

)]
= 1−

k∏
j=1

[
1− 1

Γ(m)
γ(m,λjz)

]
.

We have

E[Tm] =

∫∞
0

yδe−δy
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjy)

]
dy

∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δsds

+

(1−
∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δyds)

∫∞
0

wηe−ηwdw

∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δsds

+

∫∞
0

s(−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
)′e−δsds

∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δsds

,
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and

Pmk(t) =
k∏

j=1

[
1− 1

Γ(m)
γ(m,λjt)

]
− (1− e−δt)

k∏
j=1

[
1− 1

Γ(m)
γ(m,λjt)

]
+ (

P (Y ≤ t)

P (Y ≤ Zm)
1{0≤t≤Zm} + 1{t>Zm} −

P{Y +W ≤ t}
P{Y ≤ Zm}

1{0≤t≤W+Zm} − 1{t>W+Zm})

×
∫ ∞

0

(1− e−δy)(1−
k∏

j=1

[
1− 1

Γ(m)
γ(m,λjy)

]
)′dy

+

∫ ∞

0

k∏
j=1

[
1− 1

Γ(m)
γ(m,λj(t− s))

]

− (1− e−δ(t−s))
k∏

j=1

[
1− 1

Γ(m)
γ(m,λj(t− s))

]
dG(s)

+

∫ t

0

(
P (Y ≤ t− s)

P (Y ≤ Zm)
1{0≤t−s≤Zm} + 1{t−s>Zm} −

P{Y +W ≤ t− s}
P{Y ≤ Zm}

1{0≤t−s≤W+Zm}

− 1{t−s>W+Zm})

∫ ∞

0

(1− e−δy)(1−
k∏

j=1

[
1− 1

Γ(m)
γ(m,λjy)

]
)′dydG(s).

We perform a simulation study to estimate E[Tm] and Pm5(t) as function of m and t for
k = 5. For m = 1, 2, . . . , 40, we generate Tm for the N = 30, 000 iterations. Then we
estimate E[Tm] as

1
N

∑N
i=1 Tmi. Similarly, for Pm5(t), we also performed 30, 000 iterations

to estimate each Pm5(t) for m = 1, . . . , 40. Figure 1 displays the values of E[Tm] and
Pm5(3) under exponential hacking, exponential re-setting, and exponential detecting times
for m = 1, 2, . . . , 40. It shows that E[Tm] and Pm5(3) are both increasing function of m.

Figure 2 provides the 3D version of Pm5(t) and expected net revenue Em[NR], based on
N = 30, 000 iterations. Panel (a) of Figure 2 plots Pm5(t) as a function of m and t. The
blue dotted line in Pm5(t) is a 3D version of Pm5(3). Panel (b) of Figure 2 demonstrates the
expected net revenues per unit of time for various values of m when R(m) = 0.2m,C1(m) =
2m0.2, and C2(m) = 2m0.3. It is also based on 30, 000 iterations. The red vertical line shows
that the expected net revenue achieves its maximum value of 1.87 million dollars at m = 40
for 1 ≤ m ≤ 40.
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(a) E(Tm) as a function of m (b) Pm5(3) as a function of m

Figure 1: Plots of E[Tm] and Pm5(3) under exponential hacking, exponential re-set, and
exponential detecting times.

(a) Pm5(t) as a bivariate function of m and t (b) Em(NR) as a function of m

Figure 2: Plots of Pm5(t) and Em(NR) under exponential hacking, exponential re-set, and
exponential detecting times.

Example 2 (Gamma hacking, Gamma re-set, and Gamma detecting times). SupposeXj
1 , . . . ,

Xj
n

iid∼ Gamma(ηj, δj), Y ∼ Gamma(α, β), and W ∼ Gamma(θ, τ) such that X1 . . . Xn, Y , and
W are mutually independent, where Gamma(η, δ), Gamma(α, β), and Gamma(θ, τ) denote
the gamma distributions with shape parameters η > 0, α > 0, and θ > 0 and rate param-
eters δ > 0, β > 0, and τ > 0, respectively. Then

∑m
i=1 Xi ∼ Gamma(mηj, δj). It follows
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that

E[Tm] =

∫∞
0

y βα

Γ(α)
yα−1e−βy

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
dy

∫∞
0

(
1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsds

+

∫∞
0

∫∞
0

(∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsw τθ

Γ(θ)
wθ−1e−τwdsdw

∫∞
0

(
1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsds

+

∫∞
0
(−
∏k

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)′(s− s

Γ(α)
γ(α, βs))ds

∫∞
0

(
1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsds

,

and

Pmk(t) =
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

]
− 1

Γ(α)
γ(α, βt)

+

(
1−

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

])
1

Γ(α)
γ(α, βt)

+(

1
Γ(α)

γ(α, βt)

P (Y ≤ Zm)
1{0≤t≤Zm} + 1{t>Zm} −

P{Y +W ≤ t}
P{Y ≤ Zm}

1{0≤t≤W+Zm} − 1{t>W+Zm})

×
∫ ∞

0

1

Γ(α)
γ(α, βy)(−

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dy

+

∫ t

0

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
− 1

Γ(α)
γ(α, β(t− s))

+(1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
)

1

Γ(α)
γ(α, β(t− s))dG(s)

+

∫ t

0

(

1
Γ(α)

γ(α, β(t− s))

P (Y ≤ Zm)
1{0≤t−s≤Zm} + 1{t−s>Zm} −

P{Y +W ≤ t− s}
P{Y ≤ Zm}

1{0≤t−s≤W+Zm}

−1{t−s>W+Zm})

∫ ∞

0

1

Γ(α)
γ(α, βy)(−

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dydG(s).

As in Example 1, we performed N = 30, 000 iterations to estimate E[Tm] form = 1, 2, . . . , 40.
Figure 3 displays plots of E[Tm] and Pm4(2) for various values of m. Clearly, Pm4(2) and
E[Tm] are increasing functions of m. As m increases, Pm4(2) approaches 1.
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(a) E(Tm) as a function of m (b) Pm4(2) as a function of m

Figure 3: Plots of E[Tm] and Pm4(2) under gamma hacking, gamma re-set, and gamma
detecting times.

(a) Pm4(t) as a bivariate function of m and t (b) Em(NR) as a function of m

Figure 4: Plots of Pm4(t) and Em(NR) under gamma hacking, gamma re-set, and gamma
detecting times.

Panel (a) of Figure 4 provides a 3D plot of Pm4(t) as a function of m and t for k = 4 based
on 30, 000 iteration. The blue dotted line is the 3D version of Pm4(2). Panel (b) of Figure 4
demonstrates Em[NR] for R(m) = 0.3m+ 4, C1(m) = 2.5m2, and C2(m) = 2m0.3, based on
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50, 000 iterations. It shows that Em[NR] achieves the maximum value of 2.08 million dollars
when m = 1.

Example 3 (Gamma hacking, Gamma re-set, and Weibull detecting times). The setup here
is the same as the one in Example 2 except that here we have Y ∼ Weibull(α, β). That is,
the probability density function of Y is given by

f(y) =
β

α

( y
α

)β−1

e−(y/α)β , y > 0.

In this case, we have

E[Tm] =

∫∞
0

y β
α

(
y
α

)β−1
e−(y/α)β

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjy)

]
dy

∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)β
α

(
y
α

)β−1
e−(s/α)βds

+

(1−
∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)fY (s)ds)

∫∞
0

w τθ

Γ(θ)
wθ−1e−τwdw

∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)β
α

(
y
α

)β−1
e−(s/α)βds

+

∫∞
0
(−
∏k

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)′e−(s/α)βds

∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)β
α

(
y
α

)β−1
e−(s/α)βds

and

Pmk(t) =
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

]
− 1 + e−(t/α)β

+(1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

]
)(1− e−(t/α)β)

+(
1− e−(t/α)β

P (Y ≤ Zm)
1{0≤t≤Zm} + 1{t>Zm} −

P{Y +W ≤ t}
P{Y ≤ Zm}

1{0≤t≤W+Zm} − 1{t>W+Zm})

×
∫ ∞

0

(1− e−(y/α)β)(−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dy

+

∫ t

0

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
− 1 + e−((t−s)/α)β
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+(1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
)(1− e−((t−s)/α)β)dG(s)

+

∫ t

0

(
1− e−((t−s)/α)β

P (Y ≤ Zm)
1{0≤t−s≤Zm} + 1{t−s>Zm}

−P{Y +W ≤ t− s}
P{Y ≤ Zm}

1{0≤t−s≤W+Zm} − 1{t−s>W+Zm})

×
∫ ∞

0

(1− e−(y/α)β)(−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dydG(s).

Here we performed N = 20, 000 iterations to estimate E[Tm] for m = 1, 2, . . . , 40. Figure 5
displays plots of E[Tm] and Pm7(7) as m increases. It shows that Pm7(7) and E[Tm] are
increasing functions of m.

(a) E(Tm) as a function of m (b) Pm7(7) as a function of m

Figure 5: Plots of E[Tm] and Pm7(7) under gamma hacking, gamma re-set, and Weibull
detecting times.

Figure 6 demonstrates the 3D version of Pm7(t) and Em[NR]. Panel (a) of Figure 6
provides a plot of Pm7(t) as a function of m and t, based on N = 20, 000 iterations. The
blue dotted line is the 3D version of Pm7(4). Panel (b) of Figure 6 demonstrates Em[NR] for
different values of m when R(m) = 1.3m1.2, C1(m) = 0.5m2, and C2(m) = 0.4m1.5, based on
N = 20, 000 iterations. The red vertical line shows that the expected net revenue achieved
its maximum value 7.47 millions dollars at m = 24.
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(a) Pm7(t) as a bivariate function of m and t (b) Em(NR) as a function of m

Figure 6: Plots of Pm7(t) and Em(NR) under gamma hacking, gamma re-set, and Weibull
detecting times.

5 Concluding remarks

This article studied the stochastic behavior of an n-node blockchain under cyber attacks from
multiple hackers when re-setting the blockchain takes a random amount of time. Under the
assumption that the detecting times, hacking times, and re-setting times follow arbitrary
distributions, we have derived the instantaneous functional probability, limiting functional
probability, and mean functional time. Moreover, we have shown that these three quantities
are all increasing functions of the number of nodes, providing theoretical backup for the
intuition that the more nodes a blockchain has, the safer it is.
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Appendix

Some general formulas

Since Zm = minj=1,...,k

(∑m
i=1X

j
i

)
, we have

FZm(z) = P

(
min

j=1,...,k

( m∑
i=1

Xj
i

)
≤ z

)
= 1− P

(
min

j=1,...,k

( m∑
i=1

Xj
i

)
> z

)
= 1− P

( m∑
i=1

X1
i > z,

m∑
i=1

X2
i > z, . . . ,

m∑
i=1

Xk
i > z

)
ind
= 1−

k∏
j=1

P

( m∑
i=1

Xj
i > z

)

= 1−
k∏

j=1

[
1− P

( m∑
i=1

Xj
i ≤ z

)]
.

Equation (5) in Hong and Sarkar (2013) implies

E[Y1] = E

[
Y

∣∣∣∣Y < Zm

]
=

∫ ∞

0

yfY |Y <Zm(y)dy

=

∫∞
0

∫∞
y

yg(y, s)dsdy

P (Y < Zm)
=

∫∞
0

∫∞
y

yfY (y)fZm(s)dsdy

1−
∫∞
0

FZm(s)fY (s)ds
,

where the joint probabiliyt density function of Y and Zm, by independence of Y and Zm, is
given by

g(y, s) = fY (y)fZm(s), y > 0, s > 0.

It is clear that (3) implies that

pmk = P

{
Y > Zm

}
=

∫ ∞

0

FZm(s)fY (s)ds.
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Hence,

E[N1][Y1] =
1− pmk

pmk

E

[
Y

∣∣∣∣Y < Zm

]
=

∫∞
0

∫∞
y

yfY (y)fZm(s)dsdy∫∞
0

FZm(s)fY (s)ds

=

∫∞
0

yfY (y)
∫∞
y

fZm(s)dsdy∫∞
0

FZm(s)fY (s)ds

=

∫∞
0

yfY (y)(1− FZm(y))dy∫∞
0

FZm(s)fY (s)ds
.

Similarly,

E[N1][W1] =
1− pmk

pmk

E[W ] =
(1−

∫∞
0

FZm(s)fY (s)ds)
∫∞
0

wfW (w)dw∫∞
0

FZm(s)fY (s)ds
,

and

E

[
Zm

∣∣∣∣Zm < Y

]
=

∫∞
0

∫∞
s

sfY (y)fZm(s)dyds∫∞
0

FZm(s)fY (s)ds

=

∫∞
0

sfZm(s)
∫∞
s

fY (y)dyds∫∞
0

FZm(s)fY (s)ds

=

∫∞
0

sfZm(s)(1− FY (s))ds∫∞
0

FZm(s)fY (s)ds
.

Therefore,

E[Tm] =

∫∞
0

yfY (y)(1− FZm(y))dy + (1−
∫∞
0

FZm(s)fY (s)ds)
∫∞
0

wfW (w)dw∫∞
0

FZm(s)fY (s)ds

+

∫∞
0

sfZm(s)(1− FY (s))ds∫∞
0

FZm(s)fY (s)ds
.

(13)

Next, we shift our attention to the terms in (7). We have

P

{
t < Y ∧ Zm

}
= 1− P

{
Zm ≤ t

}
− P{Y ≤ t}+ P

{
Zm ≤ t, Y ≤ t

}
.

Similarly,

P

{
Y ∧ Zm > t− s

}
=1− P

{
Zm ≤ t− s

}
− P{Y ≤ t− s}

+ P

{
Zm ≤ t− s, Y ≤ t− s

}
.
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Also,

P {Y ≤ t < Y +W1, Y ≤ Zm}
= P {Y ≤ t < Y +W1 | Y ≤ Zm}P {Y ≤ Zm}
= P {Y1 ≤ t < Y1 +W1}P {Y ≤ Zm}
= [1− P{Y1 > t or Y1 +W1 ≤ t}]P {Y ≤ Zm}
= [1− P{Y1 > t} − P{Y1 +W1 ≤ t}+ P{Y1 > t, Y1 +W1 ≤ t}]P {Y ≤ Zm}
= [1− P{Y1 > t} − P{Y1 +W1 ≤ t}]P {Y ≤ Zm}
= [P{Y1 ≤ t} − P{Y1 +W1 ≤ t}]P {Y ≤ Zm} ,

where Y1
d
= Y | Y ≤ Zm. Similarly,

P {Y ≤ t− s < Y +W1, Y ≤ Zm}
= [P{Y1 ≤ t− s} − P{Y1 +W1 ≤ t− s}]P {Y ≤ Zm} .

Therefore,

Pmk(t) =1− FZm(t)− FY (t) + FZm(t)FY (t)

+ (FY1(t)− FY1+W1(t))

∫ ∞

0

FY (y)fZm(y)dy

+

∫ t

0

1− FZm(t− s)− FY (t− s) + FZm(t− s)FY (t− s)dG(s)

+

∫ t

0

(FY1(t− s)− FY1+W1(t− s))

∫ ∞

0

FY (y)fZm(y)dydG(s),

(14)

where G(s) =
∑∞

n=1 F
∑n

i=1(Yi+Wi)(s). Also, we have

FY1(t) =

P

{
Y ≤ t, Y ≤ Zm

}
P

{
Y ≤ Zm

} =


1 if t > Zm,
P{Y≤t}

P{Y≤Zm} if 0 ≤ t ≤ Zm,

0 if t < 0,

(15)

FY1+W1(t) =

P

{
Y +W ≤ t, Y ≤ Zm

}
P

{
Y ≤ Zm

}

=


1 if t > W + Zm,
P{Y+W≤t}
P{Y≤Zm} if 0 ≤ t ≤ W + Zm,

0 if t < 0,

(16)
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and

F∑n
i=1(Yi+Wi)(s) =

P

{∑n
i=1(Y

⋆
i +Wi) ≤ s, Y ⋆

i ≤ Zmi

}
P

{
Y ⋆
i ≤ Zmi

}

=


1 if t >

∑n
i=1Wi +

∑n
i=1 Zmi,

P{
∑n

i=1(Y
⋆
i +Wi)≤t}

P{Y≤Zm} if 0 ≤ t ≤
∑n

i=1Wi +
∑n

i=1 Zmi,

0 if t < 0,

(17)

where Y ⋆
i

iid∼ FY (y) and Zmi denotes the minimum time spend on hacking into the m node
during the ith cycle. Thus, (15), (16), and (17) can also be written as

FY1(t) =
P (Y ≤ t)

P (Y ≤ Zm)
1{0≤t≤Zm} + 1{t>Zm},

FY1+W1(t) =
P{Y +W ≤ t}
P{Y ≤ Zm}

1{0≤t≤W+Zm} + 1{t>W+Zm},

F∑n
i=1(Yi+Wi)(s) =

P{
∑n

i=1(Y
⋆
i +Wi) ≤ t}

P{Y ≤ Zm}
1{0≤t≤

∑n
i=1 Wi+

∑n
i=1 Zmi}

+1{t>∑n
i=1 Wi+

∑n
i=1 Zmi}.

From Example 1

Since Y ∼ Exp(δ) and W ∼ Exp(η), (5) implies

pmk = P

{
Y > Zm

}
=

∫ ∞

0

(
1−

k∏
j=1

[
1− 1

Γ(m)
γ(m,λjs)

])
δe−δsds,

where γ(m,λjs) =
∫ λjs

0
tm−1e−tdt is the lower incomplete gamma function. By (13), we have

E[Tm] =

∫∞
0

yfY (y)(1− FZm(y))dy + (1−
∫∞
0

FZm(s)fY (s)ds)
∫∞
0

wfW (w)dw∫∞
0

FZm(s)fY (s)ds

+

∫∞
0

sfZm(s)(1− FY (s))ds∫∞
0

FZm(s)fY (s)ds

=

∫∞
0

yδe−δy(1− (1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjy)

]
))dy

∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δsds
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+

(1−
∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δyds)

∫∞
0

wηe−ηwdw

∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δsds

+

∫∞
0

s(−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
)′(1− (1− e−δs))ds

∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δsds

=

∫∞
0

yδe−δy
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjy)

]
dy

∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δsds

+

(1−
∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δyds)

∫∞
0

wηe−ηwdw

∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δsds

+

∫∞
0

s(−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
)′e−δsds

∫∞
0

1−
∏k

j=1

[
1− 1

Γ(m)
γ(m,λjs)

]
δe−δsds

.

By (14), we have

Pmk(t) = 1− (1−
k∏

j=1

[
1− 1

Γ(m)
γ(m,λjt)

]
)− (1− e−δt)

+(1−
k∏

j=1

[
1− 1

Γ(m)
γ(m,λjt)

]
)(1− e−δt)

+(
1− e−δt

P (Y ≤ Zm)
1{0≤t≤Zm} + 1{t>Zm} −

P{Y +W ≤ t}
P{Y ≤ Zm}

1{0≤t≤W+Zm} − 1{t>W+Zm})

×
∫ ∞

0

(1− e−δy)(1−
k∏

j=1

[
1− 1

Γ(m)
γ(m,λjy)

]
)′dy

+

∫ ∞

0

1− (1−
k∏

j=1

[
1− 1

Γ(m)
γ(m,λj(t− s))

]
)− (1− e−δ(t−s))

+(1−
k∏

j=1

[
1− 1

Γ(m)
γ(m,λj(t− s))

]
)(1− e−δ(t−s))dG(s)
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+

∫ t

0

(
1− e−δ(t−s)

P (Y ≤ Zm)
1{0≤t−s≤Zm} + 1{t−s>Zm} −

P{Y +W ≤ t− s}
P{Y ≤ Zm}

1{0≤t−s≤W+Zm}

−1{t−s>W+Zm})

∫ ∞

0

(1− e−δy)(1−
k∏

j=1

[
1− 1

Γ(m)
γ(m,λjy)

]
)′dydG(s)

=
k∏

j=1

[
1− 1

Γ(m)
γ(m,λjt)

]
− (1− e−δt)

k∏
j=1

[
1− 1

Γ(m)
γ(m,λjt)

]
+(

1− e−δt

P (Y ≤ Zm)
1{0≤t≤Zm} + 1{t>Zm} −

P{Y +W ≤ t}
P{Y ≤ Zm}

1{0≤t≤W+Zm} − 1{t>W+Zm})

×
∫ ∞

0

(1− e−δy)(1−
k∏

j=1

[
1− 1

Γ(m)
γ(m,λjy)

]
)′dy

+

∫ ∞

0

k∏
j=1

[
1− 1

Γ(m)
γ(m,λj(t− s))

]
− (1− e−δ(t−s))

k∏
j=1

[
1− 1

Γ(m)
γ(m,λj(t− s))

]
dG(s)

+

∫ t

0

(
1− e−δ(t−s)

P (Y ≤ Zm)
1{0≤t−s≤Zm} + 1{t−s>Zm} −

P{Y +W ≤ t− s}
P{Y ≤ Zm}

1{0≤t−s≤W+Zm}

−1{t−s>W+Zm})

∫ ∞

0

(1− e−δy)(1−
k∏

j=1

[
1− 1

Γ(m)
γ(m,λjy)

]
)′dydG(s),

where

γ(m,λjs) =

∫ λjs

0

zm−1e−zdz,

G(s) =
∞∑
n=1

P{
∑n

i=1(Y
⋆
i +Wi) ≤ t}∫∞

0
(1− e−δy)(1−

∏k
j=1

[
1− 1

Γ(m)
γ(m,λjt)

]
)′dy

10≤t≤
∑n

i=1 Wi+
∑n

i=1 Zmi

+1t>∑n
i=1 Wi+

∑n
i=1 Zmi

,

and

fZm(y) =
FZm(y)

dy
= (1−

k∏
j=1

[
1− 1

Γ(m)
γ(m,λjy)

]
)′.

Note that P{
∑n

i=1(Y
⋆
i +Wi) ≤ t} is the distribution function of the sum of two independent

gamma random variables,
∑n

i=1 Y
⋆
i ∼ Gamma(n, δ) and

∑n
i=1 Wi ∼ Gamma(n, η). Thus,

Moschopoulos (1985) implies

P{
n∑

i=1

(Y ⋆
i +Wi) ≤ t} = C

∞∑
k=0

δl

∫ t

0

y2n+k−1e−y(δ∨η)(δ ∨ η)2n+l

Γ(2n+ l)
dy,
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where

C =
(δ ∨ η)2n

(δη)n
,

δl+1 =
1

l + 1

l+1∑
i=1

iγiδl+1−i,

for l = 0, 1, 2, . . . , and

γj =
n

j
((1− δ

δ ∨ η
)j + (1− η

δ ∨ η
)j),

for j = 1, 2, . . . . Moreover,

P (Y +W ≤ t) = 1− η

η − δ
e−δt +

δ

η − δ
e−ηt,

and

P (Y ≤ Zm) = 1−
∫ ∞

0

(
1−

k∏
j=1

[
1− 1

Γ(m)
γ(m,λjs)

])
δe−δsds.

From Example 2∑m
i=1X

j
i ∼ Gamma(mηj, δj), Y ∼ Gamma(α, β), and W ∼ Gamma(θ, τ). It is clear that

FZm(z) = 1−
k∏

j=1

[
1− P

( m∑
i=1

Xj
i ≤ z

)]

= 1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
,

fY (y) =
βα

Γ(α)
yα−1e−βy,

FY (y) =
1

Γ(α)
γ(α, βy),

fW (w) =
τ θ

Γ(θ)
wθ−1e−τw,
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and

FW (w) =
1

Γ(θ)
γ(θ, τw).

By (13), we have

E[Tm] =

∫∞
0

y βα

Γ(α)
yα−1e−βy(1− (1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
))dy

∫∞
0

(
1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsds

+

(1−
∫∞
0

(
1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsds)

∫∞
0

w τθ

Γ(θ)
wθ−1e−τwdw

∫∞
0

(
1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsds

+

∫∞
0

s(−
∏k

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)′(1− 1

Γ(α)
γ(α, βs))ds

∫∞
0

(
1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsds

=

∫∞
0

y βα

Γ(α)
yα−1e−βy

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
dy

∫∞
0

(
1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsds

+

∫∞
0

∫∞
0

(∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsw τθ

Γ(θ)
wθ−1e−τwdsdw

∫∞
0

(
1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsds

+

∫∞
0
(−
∏k

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)′(s− s

Γ(α)
γ(α, βs))ds

∫∞
0

(
1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

])
βα

Γ(α)
sα−1e−βsds

.

Pmk(t) = 1− (1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

]
)− 1

Γ(α)
γ(α, βt)

+

(
1−

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

])
1

Γ(α)
γ(α, βt)

+(

1
Γ(α)

γ(α, βt)

P (Y ≤ Zm)
1{0≤t≤Zm} + 1{t>Zm} −

P{Y +W ≤ t}
P{Y ≤ Zm}

1{0≤t≤W+Zm} − 1{t>W+Zm})
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×
∫ ∞

0

1

Γ(α)
γ(α, βy)(−

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dy

+

∫ t

0

1− (1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
)− 1

Γ(α)
γ(α, β(t− s))

+(1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
)

1

Γ(α)
γ(α, β(t− s))dG(s)

+

∫ t

0

(

1
Γ(α)

γ(α, β(t− s))

P (Y ≤ Zm)
1{0≤t−s≤Zm} + 1{t−s>Zm} −

P{Y +W ≤ t− s}
P{Y ≤ Zm}

1{0≤t−s≤W+Zm}

−1{t−s>W+Zm})

∫ ∞

0

1

Γ(α)
γ(α, βy)(−

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dydG(s)

=
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

]
− 1

Γ(α)
γ(α, βt)

+

(
1−

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

])
1

Γ(α)
γ(α, βt)

+(

1
Γ(α)

γ(α, βt)

P (Y ≤ Zm)
1{0≤t≤Zm} + 1{t>Zm} −

P{Y +W ≤ t}
P{Y ≤ Zm}

1{0≤t≤W+Zm} − 1{t>W+Zm})

×
∫ ∞

0

1

Γ(α)
γ(α, βy)(−

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dy

+

∫ t

0

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
− 1

Γ(α)
γ(α, β(t− s))

+(1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
)

1

Γ(α)
γ(α, β(t− s))dG(s)

+

∫ t

0

(

1
Γ(α)

γ(α, β(t− s))

P (Y ≤ Zm)
1{0≤t−s≤Zm} + 1{t−s>Zm} −

P{Y +W ≤ t− s}
P{Y ≤ Zm}

1{0≤t−s≤W+Zm}

−1{t−s>W+Zm})

∫ ∞

0

1

Γ(α)
γ(α, βy)(−

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dydG(s),

where

P{Y +W ≤ t} = C

∞∑
k=0

δk

∫ t

0

yα+θ+k−1e−y(β∨τ)(β ∨ τ)α+θ+k

Γ(α + θ + k)
dy,
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and

C =
(β ∨ τ)2n

(βτ)n
,

δk+1 =
1

k + 1

k+1∑
i=1

iγiδk+1−i,

for k = 0, 1, 2, . . . ,

γj =
α

j
(1− β

β ∨ τ
)j +

θ

j
(1− τ

β ∨ τ
)j

for j = 1, 2, . . . , and

G(S) =
∞∑
n=1

P{
∑n

i=1(Y
⋆
i +Wi) ≤ t}

P{Y ≤ Zm}
1{0≤t≤

∑n
i=1 Wi+

∑n
i=1 Zmi}

+1{t>∑n
i=1 Wi+

∑n
i=1 Zmi}.

Since
∑n

i=1 Y
⋆
i ∼ Gamma(nα, β) and

∑n
i=1 Wi ∼ Gamma(nθ, τ),

P{
n∑

i=1

(Y ⋆
i +Wi) ≤ t} = C

∞∑
k=0

δk

∫ t

0

ynα+nθ+k−1e−y(β∨τ)(β ∨ τ)nα+nθ+k

Γ(nα + nθ + k)
dy,

where

C =
(β ∨ τ)2n

(βτ)n
,

δk+1 =
1

k + 1

k+1∑
i=1

iγiδk+1−i,

for k = 0, 1, 2, . . . , and

γj =
nα

j
(1− β

β ∨ τ
)j +

nθ

j
(1− τ

β ∨ τ
)j,

for j = 1, 2, . . . .Moreover,

P (Y ≤ Zm) = 1−
∫ ∞

0

FZm(s)fY (s)ds

= 1−
∫ ∞

0

(1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)
βα

Γ(α)
sα−1e−βsds.
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From Example 3

Since
∑m

i=1X
j
i ∼ Gamma(mηj, δj), Y ∼ Weibull(α, β), and W ∼ Gamma(θ, τ). We have

FZm(z) = 1−
k∏

j=1

[
1− P

( m∑
i=1

Xj
i ≤ z

)]

= 1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
,

fY (y) =
β

α

( y
α

)β−1

e−(y/α)β ,

FY (y) = 1− e−(y/α)β ,

fW (w) =
τ θ

Γ(θ)
wθ−1e−τw,

and

FW (w) =
1

Γ(θ)
γ(θ, τw).

We have

E[Tm] =

∫∞
0

y β
α

(
y
α

)β−1
e−(y/α)β(1− (1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjy)

]
))dy

∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)β
α

(
y
α

)β−1
e−(s/α)βds

+

(1−
∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)fY (s)ds)

∫∞
0

w τθ

Γ(θ)
wθ−1e−τwdw

∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)β
α

(
y
α

)β−1
e−(s/α)βds

+

∫∞
0
(−
∏k

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)′(1− (1− e−(s/α)β))ds

∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)β
α

(
y
α

)β−1
e−(s/α)βds
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=

∫∞
0

y β
α

(
y
α

)β−1
e−(y/α)β

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjy)

]
dy

∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)β
α

(
y
α

)β−1
e−(s/α)βds

+

(1−
∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)fY (s)ds)

∫∞
0

w τθ

Γ(θ)
wθ−1e−τwdw

∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)β
α

(
y
α

)β−1
e−(s/α)βds

+

∫∞
0
(−
∏k

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)′e−(s/α)βds

∫∞
0
(1−

∏k
j=1

[
1− 1

Γ(mηj)
γ(mηj, δjs)

]
)β
α

(
y
α

)β−1
e−(s/α)βds

.

Also,

Pmk(t) = 1− (1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

]
)− (1− e−(t/α)β)

+(1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

]
)(1− e−(t/α)β)

+(
1− e−(t/α)β

P (Y ≤ Zm)
1{0≤t≤Zm} + 1{t>Zm} −

P{Y +W ≤ t}
P{Y ≤ Zm}

1{0≤t≤W+Zm} − 1{t>W+Zm})

×
∫ ∞

0

(1− e−(y/α)β)(−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dy

+

∫ t

0

1− (1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
)− (1− e−((t−s)/α)β)

+(1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
)(1− e−((t−s)/α)β)dG(s)

+

∫ t

0

(
1− e−((t−s)/α)β

P (Y ≤ Zm)
1{0≤t−s≤Zm} + 1{t−s>Zm}

−P{Y +W ≤ t− s}
P{Y ≤ Zm}

1{0≤t−s≤W+Zm} − 1{t−s>W+Zm})

×
∫ ∞

0

1− e−(y/α)β(−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dydG(s)
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=
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

]
− 1 + e−(t/α)β

+(1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjt)

]
)(1− e−(t/α)β)

+(
1− e−(t/α)β

P (Y ≤ Zm)
1{0≤t≤Zm} + 1{t>Zm} −

P{Y +W ≤ t}
P{Y ≤ Zm}

1{0≤t≤W+Zm} − 1{t>W+Zm})

×
∫ ∞

0

(1− e−(y/α)β)(−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dy

+

∫ t

0

k∏
j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
− 1 + e−((t−s)/α)β

+(1−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δj(t− s))

]
)(1− e−((t−s)/α)β)dG(s)

+

∫ t

0

(
1− e−((t−s)/α)β

P (Y ≤ Zm)
1{0≤t−s≤Zm} + 1{t−s>Zm}

−P{Y +W ≤ t− s}
P{Y ≤ Zm}

1{0≤t−s≤W+Zm} − 1{t−s>W+Zm})

×
∫ ∞

0

(1− e−(y/α)β)(−
k∏

j=1

[
1− 1

Γ(mηj)
γ(mηj, δjz)

]
)′dydG(s).
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