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Abstract

Fair and trustworthy Al is becoming ever more important in both machine
learning and legal domains. One important consequence is that decision makers
must seek to guarantee a ‘fair’, i.e., non-discriminatory, algorithmic decision
procedure. However, there are several competing notions of algorithmic fair-
ness that have been shown to be mutually incompatible under realistic factual
assumptions. This concerns, for example, the widely used fairness measures of
‘calibration within groups’ and ‘balance for the positive/negative class,” which
relate to accuracy, false negative and false positive rates, respectively. In this
paper, we present a novel algorithm (FAir Interpolation Method: FAIM) for
continuously interpolating between these three fairness criteria. Thus, an ini-
tially unfair prediction can be remedied to meet, at least partially, a desired,
weighted combination of the respective fairness conditions. We demonstrate
the effectiveness of our algorithm when applied to synthetic data, the COMPAS
data set, and a new, real-world data set from the e-commerce sector. We pro-
vide guidance on using our algorithm in different high-stakes contexts, and we
discuss to what extent FAIM can be harnessed to comply with conflicting legal
obligations. The analysis suggests that it may operationalize duties in tradi-
tional legal fields, such as credit scoring and criminal justice proceedings, but
also for the latest Al regulations put forth in the EU, like the Digital Markets
Act and the recently enacted AT Act.

Keywords: Machine Learning Fairness, Incompatible Fairness Definitions,

*Corresponding author
Email addresses: zehlike@gmail.com (Meike Zehlike), aloosley@alumni.brown.edu
(Alex Loosley), hakan. jonsson@zalando.de (Hakan Jonsson), emil.wiedemann@fau.de
(Emil Wiedemann), hacker@europa-uni.de (Philipp Hacker)

Preprint submitted to Artificial Intelligence December 23, 202}



Optimal Transport, EU AI Act

1. Introduction

Fairness and non-discrimination have increasingly moved to the center of Al
research and policy in recent years [84], 34] 122 [04] 18], [124]. While studies on
bias and discrimination perpetuated and exacerbated by computer systems have
a long pedigree [38] 59], recent advances in the Al space, including generative
models, have brought an increased sense of urgency to this field [10] [75] 56
5o]. As machine learning (ML) progressively permeates all sectors of society,
responsible and fair AT development is more crucial than ever [27] 48| [I07]. This
is particularly important in sensitive applications such as healthcare, hiring,
credit, and law enforcement, where biased Al can have significant, real-world
consequences.

Addressing fairness and non-discrimination has become a key concern for
the AI community, not only but also for instrumental reasons: while further-
ing social justice, they also enhance the robustness and generalizability of Al
models. Biased models are likely to perform poorly when applied to certain
subgroups or when faced with data that differs from their training set, limiting
their applicability and effectiveness [62], 2, [46]. By prioritizing diversity and
fairness, researchers can create Al systems that are more accurate and reliable
across a variety of contexts and populations. This broad applicability seems
essential for the long-term success and acceptance of Al technologies.

The devil, however, is in the details. For instance, in a much-noted inci-
dent, Google’s Gemini model generated pictures of black and racially diverse
US founding fathers, popes, and Nazi soldiers — in striking contrast to historical
fact [66]. This example highlights that it is often difficult, and sometimes even
impossible, to enforce a unidimensional fairness metric for appropriate model
behavior. Rather, in many settings, different varieties of fairness have to be
traded off against one another, and against the desire for (historical) accuracy,
performance, and other competing normative goals.

These inherent complexities and trade-offs will only become more important
as specific legal provisions increasingly mandate fairness and non-discrimination
in AT [R1 55| [IT6]. In this context, discrimination against protected groups in
decisions facilitated by ML models remains a key challenge. Non-discrimination
legislation applying to biased Al systems does exist in the US and the EU, but
loopholes and enforcement problems remain [7, [49] [123] 114, 112]. The new EU
Al Actﬂ compels Al developers to comprehensively assess and mitigate risks
to fundamental rights, such as non-discrimination, stemming from high-risk Al
systems and large general-purpose models (Art. 9, 55 AT Act) [109, [3T),50]. This
is backed up by a new framework for AT liability adopted by the EU legislator

IRegulation (EU) 2024/1689 of the European Parliament and of the Council of 13 June
2024 laying down harmonised rules on artificial intelligence (Artificial Intelligence Act), OJ
L, 2024/1689.



[51]. Moreover, the EU Digital Markets Act (DMAED now compels large online
platforms to engage in ‘fair and non-discriminatory’ ranking (Article 6(5) DMA),
with a significant impact on the Al systems used for these tasks, which are key
to the digital economy.

The laudable idea behind such approaches is to force developers to consider,
and potentially eliminate, biases during the design of ML models. Such non-
discriminatory models are called ‘fair’ in the ML community [85] [29]. However,
foundational papers at the intersection of machine learning and the law have
shown that, under realistic assumptions, several desirable fairness criteria are
mutually incompatible [73]. This poses a significant challenge as the law, in
general, prohibits discrimination without explicitly favoring one metric over an-
other. Rather, a core tenet of legal research and jurisprudence is that conflicting
rights or interests need to be balanced, i.e., be partially realized to satisfy each
of the mutually incompatible demands to the extent that conditions warrant
[25, 87]. Lawmakers, courts and regulators therefore need fairness frameworks
that move beyond the mere statement of incompatibility. Simultaneously, ML
research may benefit from the legal tradition of balancing by inducing decision
makers and developers to refine algorithms implementing a balance between the
normative trade-offs inherent in the mutually incompatible fairness criteria [63].
Put succinctly: in many situations, implementing such trade-off algorithms will
be a prerequisite for deploying Al in a legally compliant way at all. However, Al
research may also benefit from integrating more complex boundary conditions
in the long term, be it in generative Al or regression and classification tasks.

Our paper develops one such algorithm allowing decision makers to interpo-
late between three different incompatible fairness criteria singled out for their
importance in previous research. These three fairness criteria are described be-
low. There are various ways in which unfairness, i.e., discrimination against
certain groups [38], may enter an ML model [I7]. For example, the model may
perpetuate historical biases present in the training data; use non-representative
training data; or optimize for a target variable which unwittingly encodes differ-
ential access of individuals or groups [7]. The result of such biased modeling may
be that false positive or false negative rates differ between groups of individu-
als. Specific fairness metrics such as equalized odds, quantifying the difference
of false positive and false negative rates between groups [58], are used to de-
scribe how much a classifier systematically rewards or punishes one group more
than another with respect to ground truth. Even if a classifier is fair in terms
of equalized odds, its prediction scores can lead to unfair outcomes, however, if
they are uncalibrated, as decision makers are not able to reliably interpret its
output [117] 68}E| What is worse, if a classifier emits scores that are differently
calibrated between groups, identical scores have different meanings for different

2Regulation (EU) 2022/1925 of the European Parliament and of the Council of 14 Septem-
ber 2022 on contestable and fair markets in the digital sector, OJ 2022, L.265/1.

3A classifier is calibrated when, given a score s, s-fraction of all individuals receiving score
s are ground truth positive [24].



protected groups, again leading to unfair outcomes [73].

Given that equality of false positive rates between groups, equality of false
negative rates between groups, and calibration between groups are all important,
socially and even legally desirable fairness criteria [23], it would be ideal if
a classifier could satisfy all three. Unfortunately, previous work shows that
simultaneously fulfilling all three of these fairness criteria is impossible, except
under highly constrained circumstances such as when a classifier achieves 100%
accuracy with each instance receiving a prediction score of exactly 0 or 1 [22]
73, 95]. Merely focusing on one of these metrics may not do justice to the
various interests and rights of the groups, and, as mentioned above, might even
amount to unjustified discrimination if the law demands a balance rather than
an absolute priority of one criterion.

Building on the assumption that decision makers should determine, within
the constraints of the law, which combination of the three fairness criteria
is most crucial towards a fair result in practice, our work introduces a new
post-processing algorithm called FAir Interpolation Method (FAIM). It allows
decision makers to consciously and continuously interpolate between fairness
criteria. The algorithm is based on the notion that, given a classifier, a repre-
sentative evaluation data set, and the corresponding prediction scores for each
group, any one of the three fairness criteria could be (partially) satisfied by
applying a certain fairness-criteria-specific score mapping function, which maps
scores from the distribution outputted by the model to a fair score distribution.
Given three such fairness-criteria-specific score distributions, FAIM uses optimal
transport to continuously interpolate between them. This leads to a mapping
function that can be applied to new classifier predictions, post hoc, to achieve a
desired, weighted combination of the respective fairness criteria. FAIM cannot
be used to fully satisfy all three fairness criteria simultaneously, but it does give
the practitioner a powerful tool to make a continuous compromise along the
fairness criteria simplex, and thus to account for different concerns, and legal
obligations, each fairness criterion encompasses.

The remainder of the article is organized as follows. First, related work
is outlined in detail. Next, the mathematical foundations regarding fairness
criteria incompatibility and optimal transport are addressed. Based on this,
FAIM is introduced, and tested empirically in three experiments. In the first
experiment, FAIM is applied to a synthetic classifier that produces two distinct
score distributions for two respective groups. Here the properties of FAIM are
elucidated under controlled conditions. In the second experiment, FAIM is
tested on the COMPAS data set, on which the COMPAS algorithm famously
scores individuals for recidivism risk. In the last experiment, FAIM is applied to
product rankings from the European e-commerce platform Zalandoﬂ Here, we
evaluate our model in terms of typical fairness problems arising in e-commerce
rankings. The discussion takes up the results of the experiments and adds a
specific legal perspective. We show how FAIM may be harnessed to trade off
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conflicting legal requirements across a wide variety of domains: credit scoring,
criminal justice decisions, and fair rankings according to the DMA and the Al
Act. The paper also provides guidance on how the different fairness criteria
can be weighted and traded off against one another in a variety of high-stakes
settings, ranging from recidivism prediction, credit scoring and e-commerce to
hiring, college admissions, and healthcare.

Overall, the paper brings together technical and legal perspectives on fair-
ness criteria to take both discourses beyond incompatibility statements. In this
way, decision makers may flexibly adapt ML models to different use cases in
which varying interests of protected groups may necessitate different trade-offs
between the involved fairness criteria. Simultaneously, gradually balancing the
different fairness criteria, rather than prioritizing only one of them, will often
be conducive to fulfilling legal requirements, both in established legal domains
and in novel regulatory frameworks, such as the DMA and the AI Act.

2. Related Work

The incompatibility of various different fairness criteria in algorithmic deci-
sion making has been the subject of intense research in recent years. Friedler
et al. [36] discuss the contrast between individual and group fairness. While
these results hint at an incompatibility between individual and group fairness
and relate these notions to two opposing worldviews, there is no rigorous proof
of such incompatibility, and no discussion of possible intermediate worldviews.
Some of the results in Feldman et al. [33] and Zehlike et al. [120] can be viewed
as proposals on how to continuously navigate between the two extremes.

The recidivism prediction problem was treated in Kleinberg et al. [73],
Chouldechova [22], with the result that a prediction algorithm must necessarily
be unfair with regard to certain fairness criteria under realistic factual assump-
tions. In particular, Kleinberg et al. [73] show the mutual incompatibility be-
tween calibration within groups and balance for the positive/negative classes in
the (typical) case of unequal base rates. These fairness criteria also underlie the
present contribution. The framework of Kleinberg et al. [73] is thoroughly re-
viewed below; let us remark here only that the mentioned criteria of Kleinberg
et al. [73] acknowledge and accept the possibility of empirically observed dis-
parities between different groups, but require the equal treatment of individuals
in different groups conditional on their similarity according to ‘ground truth’.
The competing criterion of calibration within groups concerns the accuracy of
the algorithm and is shown to conflict with the other two criteria.

While optimal transport provides a mathematically principled framework
for interpolating between fairness criteria, it remains important to demonstrate
why this approach was selected and how it compares to potential alternatives.
In the current literature, there are few established methods for continuously
navigating between different fairness notions. Most existing approaches treat
fairness criteria as binary constraints that must be either fully satisfied or not,
without allowing for meaningful intermediate solutions. The optimal transport
framework, in contrast, provides a mathematically rigorous way to quantify and



optimize the trade-offs between competing fairness criteria. By leveraging the
theory of optimal transport, our approach guarantees that the interpolation be-
tween fairness criteria is optimal in terms of minimizing the cost of transforming
one fairness regime into another, while preserving the underlying probabilistic
structure of the problem[120].

Some previous work has looked into the possibility of simultaneously fulfill-
ing several fairness constraints in modified ways. Pleiss et al. [95] attempt to
find a relaxed notion of error rate difference that can be simultaneously achieved
alongside group calibration. However, they demonstrate that one may only si-
multaneously achieve group calibration with a relaxed version of one of either
equalized false positive or false negative rates. Furthermore, they show that
classifiers simultaneously satisfying two of these three fairness criteria must en-
gage in the equivalent of randomizing a certain percentage of predictions. Thus,
the authors suggest that practitioners should only attempt to satisfy one of the
three fairness criteria based on importance, instead of trying to simultaneously
fulfill a relaxed notion of two of them. Often, however, all three fairness notions
embody valid concerns of different groups [23]. This is what FAIM acknowl-
edges.

One might consider alternative approaches such as quota-based systems,
which have historically been used in domains like college admissions or hiring
to balance competing fairness objectives. However, such methods suffer from
several limitations. First, quota systems are typically applicable only to spe-
cific scenarios involving discrete allocation decisions, while our FAIM framework
can be applied broadly across different types of algorithmic decision-making
systems. Second, quota-based approaches often implement rather crude trade-
offs, whereas our optimal transport method allows for more nuanced, contin-
uous adjustments between different fairness criteria. Additionally, quota sys-
tems may face legal challenges in many jurisdictions, particularly under anti-
discrimination laws in the US and the European Union, which generally pro-
hibit rigid quota systems in favor of more flexible approaches to ensuring fair-
ness [49] 39]. A theoretical alternative might involve direct linear interpolation
between different fairness metrics. However, such an approach would fail to
account for the geometric structure of the probability spaces involved and could
lead to implementations that violate basic probabilistic constraints. Our opti-
mal transport-based framework, by contrast, explicitly preserves the probabilis-
tic nature of the problem while providing a mathematically principled way to
navigate the space of fairness criteria. This ensures that intermediate solutions
remain well-defined probability distributions and maintain desirable statistical
properties throughout the interpolation process.

More generally, the use of optimal transport methods in algorithmic fairness
has become increasingly popular [29, B3] 44, 120, 2T, 20], applying optimal
transport to trade-offs between individual vs group fairness, and accuracy vs
fairness. Optimal transport is a mathematical tool that provides a very natural
notion of distance of two probability distributions (the Wasserstein or earth
mover distance) and, moreover, gives an optimal (in a specific sense) way to
translate between these distributions by means of an optimal transport map or



at least an optimal transport plan, the latter requiring some form of random-
ization. In [120], particularly, an important role is played by the Wasserstein-2
barycenter of several probability distributions and the displacement interpola-
tion that allows to continuously interpolate between various distributions. We
make use of these techniques in the present article.

The literature at the intersection of law and computer science has, in the
past few years, increasingly discussed how legal non-discrimination requirements
can be integrated into code, and vice versa [120] 49], 113, 114} [123| 40}, 11T} 112]
7, 98, [61} [8]]. This strand of research has focused particularly on remedying
discrimination in criminal justice proceedings [9] 106, 83], [T0T], [70, 30} (65, @7] and
in other high-stakes AI decisions [T10], such as employment contexts [98], credit
scoring [12], or university admissions [120]. More specifically, Wachter et al. [T13]
rightly point out that the reliance on fairness metrics based on ground truth
may perpetuate biases if that ground truth itself is skewed against protected
groups. This is a concern, for example, in criminal justice settings [9, 6]. We
incorporate this constraint into the application perimeter of our algorithm (see
Part . Conversely, in the e-commerce sector, numerous publications deal
with the emerging competition law framework for digital markets, for example
the DMA [32] 52 [15, [16] 80, ©6]. However, they do not, to our knowledge,
specifically develop algorithms to solve legal questions arising in this field. The
same holds true for the AI Act, where the literature, so far, focuses almost
exclusively on the legal, economic and policy issues [109, 811 54 60, [89, 100] or
on explainability questions [91], [T05].

Existing publications often use US law as the relevant yardstick [7, [98] 112]
1021 [61] 421 [71],[72], but have lately increasingly incorporated explicit discussions
of EU law as well [120, [49] 1T3], 114l 123}, 40}, 11T, 112 T08]. Our paper expands
this strand of research by offering a novel method to trade off and implement
competing technical and legal fairness constraints, and by discussing the EU
Digital Markets Act (DMA) and AI Act in the context of technical algorithmic
fairness. In three case studies, it demonstrates the potential of FAIM to integrate
varying legal dimensions of fairness in ML settings, particularly in the criminal
justice and credit scoring domain. The third case study tackles an, to our
knowledge, entirely new field of law from an algorithmic fairness perspective:
the DMA and the AI Act.

3. Mathematical Theory and Algorithmic Implementation

This section introduces FAIM, our interpolation framework that allows a
continuous shift between three mutually exclusive fairness notions, as presented
in Kleinberg et al. [(3]. We first provide a brief summary of the findings
from Kleinberg et al. [73] to make the reader familiar with the three fairness
notions and establish necessary terminology. We then briefly present mathe-
matical preliminaries from optimal transport theory. Finally we describe the
mathematical theory of our algorithm as well as its implementation in parallel,
to help the reader translate between the formulas and the code. We present the
method in pseudocode in Algorithm



For the simplicity of presentation, we consider a population of individuals
partitioned into two groups, indexed by ¢t = 1,2. Note first that individuals
need not be human, but could also be products, companies, etc., and second,
that our method applies just as well to a setting with more than two groups.

Each individual, regardless of group membership, is either truly ‘positive’
or ‘negative’ with respect to some trait of interest; i.e., in criminal justice, an
individual would be ‘positive’ if they were to commit a certain type of crime
within a given period in the future, and negative if not. The attributes ‘positive’
and ‘negative’ do not carry any normative meaning and are thus interchangeable,
but we will refer to such a classification as ‘ground truth’: It is assumed that the
assignments of the positive/negative label reflect reality (we will shortly discuss
the limitations of this assumption).

Furthermore, each individual is assigned a score by some algorithm (in the
broadest sense). The score, which can take as its value any real number in the
interval [0, 1], is supposed to reflect the probability that the given individual
is positive. Therefore, if the ground truth were fully known to the algorithm,
it would assign value 1 to positive individuals and 0 to negative ones. This
unlikely scenario is known as perfect prediction.

A note on terminology: When we say that an individual is truly nega-
tive/positive, we mean that the individual is negative/positive according to
ground truth, regardless of their predicted score. This should not be confused
with the common terminology in which a ‘true negative’ is an individual who is
negative in ground truth and who, in addition, receives a negative prediction. In
our setting, anyway, the predictions are not binary, but in terms of a continuous
score between zero and one.

3.1. Incompatibility of Fairness Criteria

The main result from Kleinberg et al. [73] states that, in the setting described
above, three natural fairness criteria are mutually incompatible except under
trivial circumstances. We shortly summarize this incompatibility theorem here
through a simple proof. Eight quantities are of importance in this context:

e NN, is the total number of individuals in group t;

e n; is the number of (truly) positive individuals in group ¢;

e 1 is the average score of the individuals in group ¢ that are (truly) nega-
tive;

e y; is the average score of the individuals in group ¢ that are (truly) positive.

For the purpose of deriving the incompatibility theorem, it need not be as-
sumed that the ground-truth dependent quantities n¢, x¢, y; be known; rather,
whatever their values might be, the fairness criteria proposed in the next para-
graph are never simultaneously met except in case of perfect prediction or equal
base rates. Here, by base rate for group ¢t we mean the ratio n: /Ny, and perfect



prediction means that the score of each individual is 1 when she is positive and
0 when she is negative.
The fairness criteria are as follows:

A) Calibration within groups: This measures the accuracy of prediction of the
score. The criterion requires that the average score in each group should
equal the ratio of (truly) positive individuals in that group, i.e.,

wi(Ne = ng) +yeme 1
Ny Ny’

t=1,2.

B) Balance for the negative class: The average score of (truly) negative indi-
viduals in group 1 should equal the average score of (truly) negative indi-
viduals in group 2, i.e.,

Tr1 = T2 = T,

where the symbol ‘=:" denotes ‘equal by definition’, i.e., = is defined as
the common value of z; and x5 in the balanced case.

C) Balance for the positive class: The average score of (truly) positive individ-
uals in group 1 should equal the average score of (truly) positive individuals
i group 2, i.e.,
Y1 =Y2=Y.

Let us illustrate the three requirements for the case of recidivism prediction.
The members of each group (say, black and white offenders) are given a score
that is intended to reflect the probability of the respective individual to recidi-
vate within a given time period. Criterion A) then requires the following: The
average score within group ¢ should equal the ratio of actual recidivists in that
group; so if, say, half of the members of the white group would turn out recidi-
vist, then the average score given to white individuals should be 0.5. Concerning
B), given a non-recidivist individual, it is desirable that their score be indepen-
dent of their group membership. It would have to be considered highly unfair
if a black person received a higher score, and thus faced a higher likelihood of
detention, than a white person, given that both would actually not commit an
offense if released. This, in fact, is at the heart of the controversy around the
COMPAS algorithm. Note that B) only considers scores on an average level:
The average score among all truly non-recidivist individuals should be equal
between groups. Of course, this tells nothing about higher order statistical mo-
ments, such as the standard deviation of the respective score distributions. The
discussion for criterion C) is analogous.
Suppose all the three requirements are satisfied, then this implies

(N1 —nq) +yn1 = ny,

(1)

(N — ng) + yng = no.

Regarding Ny, ns as given parameters, this is a linear system of two equations for
the two unknowns z,y. It has a unique solution if and only if the determinant



of the coefficient matrix is nonzero. This determinant is computed as
(N1 —n1)na — (N2 — n2)na, (2)

which is zero if and only if either (1) ny and ny are both not zero and Nln;f” =
NZT;”Q, which is the case of equal base rates; or (2) one of ny or ngy is zero, in
which case (assuming Nj, Ny > 0) also the other one is zero, i.e., there are no
positive individuals at all. Here, the choice = 0 and y arbitrary yields a fair
assignment according to Eq.[I] If there are no positive individuals, then everyone
should get score zero, which is thus an instance of perfect prediction. For the
first case, there are infinitely many solutions, one of which is z =y = 17\’,—11 = J’\%
(as mentioned in Kleinberg et al. [73]). This is realizable by assigning the same
score to everyone. (A mathematically simpler solution would be z = 0,y = 1,
which however requires the algorithm to know who is positive and who isn’t and
thus again requires perfect prediction.)

Finally, let’s turn to the case when the determinant in Eq. |2 is nonzero, so
there exists a unique solution to Eq. It thus suffices to give one solution
to rule out any other ones, and we can simply take z = 0,y = 1, i.e., perfect
prediction, which therefore is the only possibility.

In summary, we have thus verified Theorem 1.1, the main result of Kleinberg

et al. [73], which we paraphrase as follows:

Theorem 1. Fort=1,2, let N;,ny > 0. If a score function satisfies A), B),

and C), then
ni  mo

N N,
(equal base rates), or the positive individuals receive score 1 and the negative
individuals receive score 0 (perfect prediction).

Remark 2. The formulation given here of criterion A) is weaker than the
one stated in [73] Page 4, where the criterion is required individually within
each ‘bin’. As the computation here shows, the weaker requirement is already
sufficient for incompatibility.

3.2. Mathematical Preliminaries on Optimal Transport

Our goal is to design an algorithm that interpolates smoothly between the
three fairness criteria discussed, as they are typically not attainable at the same
time, as discussed in the preceding subsection. The interpolation relies on the
mathematical theory of optimal transport, which we now wish to recall.

A probability measure v on [0, 1] is called absolutely continuous if it is rep-
resentable by an integrable probability density function f : [0,1] — R, which
means that v((a,b)) = f; f(z)dz for any a,b € (0,1) with a < b. In words,
the probability that a random variable distributed according to v has its value
in the interval (a,b) is given by the integral of the density function f over said
interval. For this entire section, we will assume that all occurring probability

10



measures are absolutely continuous. As our probability space [0, 1] is bounded,
our measures will automatically have finite variance, meaning fol 22 f(x)dz < .

Given two probability measures v and p on [0, 1], a transport map T : [0, 1] —
[0,1] from v to p is a map such that, for every interval (a,b) C [0,1],

p((a,b)) = (T~ (a,b)),

where T~!(a,b) denotes the preimage of (a,b) under T i.e., the set of all num-
bers that 7' maps to the interval (a,b). One often uses the notation y = voT~!
in this situation. This means the following: If a random variable X with values
in [0,1] is distributed according to v, then T is a transport map from v to u
if and only if the random variable T(X) is distributed according to u. As an
example on R, consider the two normal distributions A(0,1) and N(1,4), rep-
resented by Gaussian bell functions with expectation 0 and variance 1, or with
expectation 1 and variance 4, respectively. Then T : R — R, T'(z) = 2z + 1,
would be a transport map from N(0,1) to N (1,4). However, there may be
many transport maps: In this example, also z — —2z + 1 would be a transport
map. Among the many transport maps, one (or potentially several) may be
optimal in the following sense:

Definition 3 (Optimal transport map). Let v, u be two absolutely proba-
bility measures on [0,1]. An optimal transport map is a transport map between
v and i that minimises the cost functional

1
ConT) = [ o= T(a)Pdvo)

0

among all transport maps from v to u.

Under the stated assumptions on v and u, Brenier [I3][14] ensures the existence
and uniquenesﬂ of an optimal transport map. This allows to define the so-called
quadratic Wasserstein distance between v and u, given by

Wa(v, u) = C(v, ,u,T)l/2.

The Wasserstein distance forms a metric on the space of all absolutely con-
tinuous finite-variance probability measures on [0,1]. The notion of optimal
transport map allows to define a kind of continuous interpolation between the
measures p and v:

Definition 4 (Displacement interpolation, cf. Remark 2.13 in [3]). Let
v, i be two probability measures on [0, 1] with unique optimal transport map T.
The displacement interpolation between v and p with interpolation parameter

0 € 10,1] is defined by
v*((a,0)) = v((T?)~*(a,0)),

5Uniqueness holds only v-almost everywhere; this means that the optimal transport map
is not determined on any values outside the support of v.
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where the map T? : [0,1] — [0, 1] is given by T?(z) = (1 — 0)x + 0T (z).

Clearly, 1° = v and v! = p. The measure ¢ thus is a measure ‘in between’
v and p that is closer to v the smaller 6 is chosen and closer to p the larger
it is. As an example, consider on the real numbers the normal distributions
v =N(0,1) and p = N(1,1). The optimal transport maps from v to p in this
case is T(x) = x + 1, so that T = z 4 6, and correspondingly v/ = N(0,1).
Note this is not the same as the convex combination of the distributions, which
would be (1 —0)N(0,1) + 0N (1,1).

Finally, we mention the notion of barycenter of a family of probability mea-
sures {Vx}1,... v with corresponding weights {wg}1,.. n:

Theorem 5 (Barycenter in Wasserstein space [I]). Let

{vk}1,....~n be a family of absolutely continuous probability distributions, and let
{wi }k=1,....n be positive weights with E,]cvzl wg = 1. Then there exists a unique
probability measure v on [0,1] that minimizes the functional

N
Vi Z w, Wi (v, v).
k=1

This measure is called the barycenter of {vi}i,.. n with weights {wi}1,  N.

Thus, the barycenter gives the least square minimization on the level of proba-
bility measures, so to speak. With two groups and respective score distributions
v1, v and weights wq, we, the barycenter is given by the displacement interpo-
lation v = vy o (T™2)~!, where T is the optimal transport map between v; and
vo and T2 is given in Def. [l Specifically, in our example with v = N (0,1) and
@ =N(1,1) and weights, say, w; = 0.2 and ws = 0.8, the barycenter would be
N(0.8,1).

3.3. The FAir Interpolation Method (FAIM)

The goal of this paper is to transform a given model output into one which
‘balances’ between the three fairness criteria to an extent that the user is free to
choose according to her specific situation. For instance, a model (like COMPAS)
that has been used for a while and has been evaluated to give quite accurate
predictions, but discriminate unfairly between groups, can be transformed into
an improved algorithm that respects group fairness to a higher degree.

Before we delve into the mathematics, let us describe more clearly the sit-
uation. Again we have two groups of individuals represented as (disjoint) sets
X1, X2, and for each group a given scoring algorithm, which for group ¢ (¢t = 1, 2)
is simply a map S; : X; — [0,1]. We assume this algorithm has been used for
a sufficient amount of time such that reasonably reliable data is available on
its performance; more precisely, we assume for each group a map [0, 1] — [0, 1],
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s+ A\ (s) to be given, where A\ (s) reflects the proportion of truly positiveﬁ
individuals from group t that were assigned score s. Alternatively, one may in-
terpret A\, (s) as the probability that a randomly chosen individual from group
t whose score equals s will be truly positive. We also define \; (s) := 1 — A/ (s)
for all s € [0,1] as the proportion of truly negative instances among individuals
of group t and score s. From historical data, we know the score distributions
in each group assigned by S, that is, we have two probability measures vy, v
such that for any (measurable) set @ C [0,1], v:(Q) is the probability that an
individual « randomly chosen from group ¢ has a score in Q.

Remark 6. In practice, the question arises how to collect the data encoded
in /\j' and v;. For the latter, it suffices to collect the previous outcomes of the
scoring algorithm Sy, since 14(s) is the proportion of individuals from group ¢
that were assigned score s in the past. The integral of v;(s) over all possible
scores will then equal one, because the probability that a given individual was
assigned some score is one. For \;, we need information on the ground truth,
which is always a difficult and controversial matter. In addition to the data on
past scores, we need data on the actual positivity or negativity of individuals.
Though such data may be difficult to collect reliably, we wish to remark that
such information is not just required for our method, but for any reasonable
quality control of the algorithm in question. Without any (at least approxi-
mate) determination of ground truth, there is generally no way to evaluate the
performance of a given algorithm.

In the first steps of Algorithm [I} we give for each of the criteria A), B), C)
a procedure to transform a given algorithm that does not satisfy the respective
criterion into one that does.

3.8.1. Criterion A)

The original algorithm might not yet be correctly calibrated, i.e., the scores
produced by S; do not yet give an accurate representation of the actual proba-
bility of being positive. To fix it, we compute a new map StA defined by

Sit(x) =AY (Si(x)), (3)

which means that an individual from group ¢ who initially received score s will
now receive score A, (s), which is precisely its probability of being positive. In
Algorithm [1} Lines compute map S, and Lines yield the probability
distributions p;'. This probability, as discussed, is computed from historical
data, which approximately reflects ground truth. Thus, although the new score
will not in general be able to give a deterministic value (zero or one) of the par-
ticular individual’s true positivity, the new algorithm does satisfy requirement
A) (even bin-wise, i.e., for each s).

6Recall that ‘truly positive’ means positive according to ground truth, regardless of the
score received.
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3.3.2. Criterion B)

To express the balance criterion, we need to determine the expected score
of an individual z from group ¢ on the condition that x is negative. These
conditional expectations for both groups should then be equal. Indeed, we can
find a new score map such that the entire probability distributions of the score,
conditional on negativity, coincide, thus giving statistical parity in score between
the negative instances in each group. In particular, the risk of a false positive
outcome will be equal for both groups.
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Algorithm 1: Algorithm FAIM. First, criteria A, B and C are individually fully
satisfied, yielding distributions uf, u?, and utc. Then, the barycenter fi: of /qu, u?,
and ,utc is computed, which yields optimal transport map 7%. T% is finally used to
map from the original score distribution v; to the fair distribution fi;. “emd” stands
for earth mover distance.

input : rawScores[] : an array with a score for each individual;
stepsize : a float that specifies the bin width of the truncated scores;
groundTruthLabels[] : an array with a binary ground truth label for

each individual;
groups[] : an array with a group membership label for each individual;
thetas[[]] : a matrix with rows [9‘4,93, GC} for each group ¢.

output : fairScores[] : a new score array with a fair score for each individual
such that the fair score distributions map the fairness criteria given by
thetas.

// Normalize scores to [0,1] and discretize

1 rawScores[] = truncateScores(0, 1, stepsize)
// Step 1: Compute score map StA, yielding utA (Eq.

2 criterionAScores[] = zeros(rawScores[].length)
s for ¢t in groups[].uniqueValues() do
a for s in rawScores[].uniqueValues() do
5 groupMask = groups[] == t; groundTruthPositivesMask =
groundTruthLabels[] == 1; scoreMask = rawScores[] == s;
A _ rawScores[groupMask &% scoreMask && groundTruthPositivesMask].length
6 St = rawScores [groupMask && scoreMask].length
// add key value pair to score map for criterion A.
7 S .add((s, s))
8 end
// translate raw scores into fair scores w.r.t. criterion A: everybody with
rawv score s gets fair score sf’ assigned.
9 criterionAScores[groupMask] = rawScores[groupMask] .translate(Sf)
10 ,uf = criterionAScores [groupMask] .histogram()
11 end

// Step 2: compute uP
12 groupSigmas = [[]1]; groupSizesInPercent = [];
13 groundTruthNegativesMask = groundTruthLabels[] ==
14 for t in groups[].uniqueValues() do

15 groupMask = groups[] ==

16 groupSizesInPercent.add(groupMask.length() / groups[].length())
// compute Eq.

17 o, = zeros(rawScores.histogram().length())

18 for s in rawScores[].uniqueValues() do

19 scoreMask = rawScores[] == s

20 percentGroundTruthNegative =

rawScores [groupMask && groundTruthNegativesMask && scoreMask].length
rawScores [groupMask && groundTruthNegativesMask].length

21 o, .add(percentGroundTruthNegative)
22 end

23 groupSigmas.add(o, )
24 end
// compute barycenter & between groupSigmas
25 0~ = wasserstein2barycenter(groupSigmas, groupSizesInPercent)

We do this as follows (see again Algorithm [I): First (Lines[12}{23), we com-
pute said conditional probabilities A\, and v, from the given data. By Bayes’
Theorem for continuous random variables, the probability distribution for the
score of an individual = from group ¢ conditional on = being negative is given
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26 for t in groups[].uniqueValues() do

27 groupMask = groups[] ==
// use G~ to get optimal transport maps for ground truth negative individuals
(Eq.
28 T, = computeOptimalTransportMap(rawScores[groupMask &&

groundTruthNegativesMask] .histogram(), &, kind=emd)

// For ground truth negatives, translate rawScores into StB. The histogram of
st forms ;L?. Note, that ;LF is the score distribution for group ¢ that
contains all individuals (negatives and positive), even though the
translation is done for true negatives only.

29 utB = rawScores[groupMask &&

groundTruthNegativesMask] . translate(7; ).histogram()
30 end

// Step 3: compute ;,Ltc. We omit this part of the algorithm for brevity, since this
is done the same way as ,U.tB (Lines . The only difference is that we would
use a groundTruthPositivesMask = groundTruthLabels[] == 1, instead of a
groundTruthNegativesMask.

// Step 4: compute final barycenter fi; which incorporates thetas[[]] and optimal
transport maps 7; for each group t. Then translate rawScores of group into fair
scores.

31 for t in groups[].uniqueValues() do
// compute fit (Eq.

32 ot = wassersteinQbarycenter(;Lf‘, /43, /,Ltc , thetas[t])

33 groupMask = groups[] ==

34 T; = computeOptimalTransportMap (rawScores [groupMask] .histogram(), f[it,
kind=emd)

35 fairScores[groupMask] = rawScores[groupMask].translate(7})

s6 end

37 return fairScores[]

as
o Ay (8)ve(ds)
op =g (4)
Jo A (s)dv(s)

Secondly, we consider the Wasserstein-2 barycenter of oy ,0, on [0, 1] with
weights NljilNz and NlinNw respectively, which we denote by ¢~ (Line .
Then there are two (optimal) transport maps 7, : [0,1] — [0,1] between o,
and 0, and between o, and &7, such that

G- =0y o(Iy) =0y o(Ty)7 (5)

Finally, set SP(z) := T, (Si(z)) for t = 1,2. Replacing v; with v? = v, o
(T, )71, which is the score distribution under the modified algorithm SZ, and
replacing also \; with (\; )Z := A, o(T,")~!, which is the new probability that
an individual from group ¢ with modified score is negative, we obtain via Eq. []
(Line
B._ - —\—1 _ =—
py =0y o(Ty) =0 (6)

as the probability distribution of the modified score conditional on being neg-
ative. Since they agree for both groups, the new S satisfies (a much stronger
version of) B).

16



Let us, however, not ignore a small issue here: The map 7} is, as mentioned
above, only well-defined on the support of o, . For our intended application,
there might well be scores that have never been given to a truly negative (or
positive) individual: For example, if the original algorithm was not completely
misguided, then it would most probably never have given score 1 to a truly
negative individual, so that o, would vanish near 1. For such scores we are
essentially free to define the map 7. The most natural and simple choice is
to leave these scores unchanged, i.e., to set Ty (z) = x for any x outside the
support of o, .

3.8.3. Criterion C)

Replacing — by + everywhere in B), we obtain a new algorithm S¢ that
satisfies C) and in particular assimilates the probabilities of a false negative
outcome of the evaluation for both groups.

3.3.4. Combining the three procedures

Each of the modified score maps S{, SZ, S¢ gives rise to a corresponding
score distribution ,u{‘, uB, uf . For each group t = 1,2, we therefore obtain a
triangle in Wasserstein space, i.e., in the space of probability measures. Let
now 0{4,9,53 ,0¢ € [0,1] be three real parameters that add up to 1, which are
given as input to the algorithm. We then consider the weighted barycenter fi;
in Wasserstein-2 space, i.e., the unique probability measure g that minimizes
the functional

fe 0PWE (1, i) + 0P W3 (n, 1) + 05 W3 (1, ). (7)

This barycenter embodies a ‘compromise’ between our three incompatible fair-
ness criteria, where the parameters § = 61, 0P 6 allow to continuously adjust
the weights that the decision-maker wishes to put on the respective criterion
(Line . For this reason, 6 are referred to below as fairness objective param-
eters.

The fair score of an individual in group ¢, based on the original (‘unfair’)
score function S, is then determined as T'(S(x)), where T : [0,1] — [0,1] is
the optimal transport map from the original score distribution 1, to the fair
distribution fi; (Lines [34}{35).

A final remark: By construction, whenever we optimize for only one of the
fairness criteria (that is, one of the 6’s is set to one), this respective criterion
will be exactly satisfied, whereas the other two might actually get worse. An in-
teresting mathematical question is whether, when the three criteria are ‘mixed’
(i.e., none of the 0’s is zero), it is possible that all three fairness goals simul-
taneously deteriorate — a sort of lose-lose situation. While we cannot exclude
that this happens in pathological cases, it is certainly not an expected effect in
realistic circumstances, and we have not observed such a lose-lose scenario in
our experiments to be discussed in the next section.
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4. Experiments

We conduct extensive experiments on three use cases (one with synthetic
data and two with real-world data) to show the effectiveness of FAIM to in-
terpolate between the three different fairness criteria described in Section u
First, we apply FAIM to synthetic data with two demographic groups, one ad-
vantaged and one disadvantaged. Second, we apply the same analysis to the
COMPAS data set, which contains protected group variables for gender, race,
and age. We are aware of critical voices such as [0] on using COMPAS to
benchmark new fairness methods, and discuss whether recidivism risk is an ap-
propriate use case for FAIM in Section However, since Kleinberg et al.
[73], whose terminology we adopt, build their argumentation on the COMPAS
case, we want to show how our method and findings compare to those of Klein-
berg et al. [73]. Last, we study how the application of FAIM affects rankings
on the European e-commerce platform Zalando, and whether it can be used to
overcome the problem of popularity bias [§]. For each use case, FAIM is tested
with four fairness objectives by setting the following combinations of the fairness
objective parameters 071, 67 and 6¢ (see Eq. :

1. Fairness criterion A: Calibration within groups (6/* = 1, Vt)
2. Fairness criterion B: Balance for the negative class (07 = 1, Vt)
3. Fairness criterion C: Balance for the positive class (S = 1, Vt)

4. An equally weighted combination of fairness criteria A), B), and C) (§{* =
0F = 6f = %, Vi)

Note that the #-array can be configured differently for each group ¢. How-
ever, for simplicity of presentation, we set the same 8s for each group and drop
subscript ¢t. For each fairness objective, we calculate performance metrics (ac-
curacy, weighted average precision, and weighted average recall) and error rates
including false negative rate (FNR) and false positive rate (FPR). Results from
using FAIM are compared to those produced by the base model.

4.1. Experiments on Synthetic Data

As a motivating example for the synthetic data experiment, let us consider
credit scoring. Increasingly, scoring agencies are turning to ML to predict cred-
itworthiness |76l [77]. Now imagine that a company predicts ML-based credit
scores for candidates stemming from two protected groups only, for example for
men and women (no non-binary persons applied). Candidates receiving a score
equal or above 0 are labeled offered a credit contract, while those below are
rejected.

"Data and code for all experiments are available under https://github.com/
MilkaLichtblau/faim. The repository also contains clear documentation for using FAIM
on one’s own data.
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4.1.1. Data set.

To model such a credit scoring situation, we generate a large synthetic data
sets with 100,000 individuals and two demographic groups (one advantaged,
e.g., male; and one disadvantaged, e.g., female) of approximately the same size.
Each individual is assigned two scores, a true score, and a predicted score. The
true score is to be understood as an individual’s true probability of being part
of a desirable positive class (e.g., creditworthy person), while the predicted
score is meant to represent a score that has been assigned to an individual by
a (synthetic) scoring algorithm. They are sampled from a multivariate normal
distribution with covariance matrix [[1, 0.8], [0.8, 1]] and true score means (1, —1)
for the advantaged and disadvantaged groups, respectively. The corresponding
predicted score means are (2, —3).

Additionally, we define a synthetic
decision threshold to yield ground
truth and predicted labels: those 025
with a true (resp. predicted) score
above zero are considered ground
truth (resp. predicted) positive (i.e.,
creditworthy, and receive a credit of-
fer). Conversely, those with a true
(resp. predicted) score below zero are
considered ground truth (predicted)
negative (i.e., not creditworthy, and , : | , ,
are rejected). Fig. [1| depicts this o T e ° b
data set. Blue lines correspond to
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the advantaged group, with both pre-
dicted scores (dashed blue line) and
true scores (solid blue line) normally
distributed with peaks greater than
zero. Orange lines correspond to the
disadvantaged group, with both pre-
dicted scores (dashed orange line) and
true scores (solid orange line) nor-

Figure 1: (Best seen in color) Synthetic true
(solid lines) and predicted (dashed lines) score
distributions for demographic two groups (or-
ange and blue). The decision boundary at
score = 0 determines ground truth positive and
negative labels based on the true scores, and
predicted positive and negative labels based on
the predicted scores. This simulates a situation
in which the scoring algorithm overestimates
the qualification of the advantaged group, and

mally distributed with peaks less than further disadvantages the disadvantaged group.

zero. This data set reflects a scenario of different base rates between the groups,
as the advantaged group has a higher true probability of being positive. In our
example, this is the male group. However, the scoring algorithm has over-
estimated the capabilities of the blue, advantaged group (the predicted score
distribution is centered to the right of the true score distribution), and underes-
timated the capabilities of the orange, disadvantaged group (the predicted score
distribution is centered to the left of the true score distribution). Additionally,
the algorithm does a better job in predicting the true score distribution for the
advantaged group, than it does for the disadvantaged group (the blue distribu-
tions overlap more). To emphasize the disparity between the two demographic
groups, the advantaged group is 5.3 times more likely to be labeled positive
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based on the true scores, compared to 6250 times more likely to be labeled
positive based on the predicted scores from the (unfair) scoring algorithm.

These two particular properties of disparities in model quality across groups
are well studied in the algorithmic fairness literature [4, 118 [58], which is why we
choose this synthetic setting to present the functioning of FAIM. Note that we
have plotted the true score distributions only for demonstration purposes to give
a clear picture of the discriminatory scenario. They are usually not available,
which is why FAIM relies on observable ground truth labels, as explained in
Section

4.1.2. Results.

Fig. [2| shows score distributions (top row) and corresponding discrete trans-
port maps (bottom row) showing the changes in scores before and after applying
FAIM with the four fairness objectives described above. The transport maps are
to be read as follows: each raw score on the x-axis gets replaced by a new score
on the y-axis. Note that the transport maps necessarily differ by group, since
the groups experience disparate treatment by our synthetic model which under-
estimated the capabilities of the disadvantaged group, and overestimated those
of the advantaged. When the fairness objective was calibration within groups

(a) Calibration (b) Balance for the (c) Balance for the (d) Equal mix of three
within groups negative class positive class fairness criteria
(e*=1) (6B =1) =1 @ =et=8=",)
fnd
2 n 1y n fy;:
23 Iy i Iy ] iry _ Iyt
= Iy it Ey iy Ia:
= ] i o i 17y
21 ] \,‘ B 3 “ 1 ] it B I: "‘-_
2 | JRE A oy HCRA 15y
EEEEE= SH .

FAIM score

0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0

predicted score predicted score predicted score predicted score
groups prediction scores
I disadvantaged === before FAIM
M advantaged after FAIM

Figure 2: (Best seen in color). Prediction scores before and after applying FAIM to shift
scores to achieve (a-c) each of the three fairness criteria, respectively, and (d) an equal mix
of all three fairness criteria. The prediction scores before FAIM are the same as in Fig. [1| but
scaled to values between 0 and 1. The score distributions (top row) have been smoothed using
kernel density estimation to make comparison between distributions easier to interpret. The
discrete score transport plots (bottom row) shows how mixing of fairness criteria (d) yields a
score transport somewhere in between that corresponding to each respective fairness critera.
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(Fig. ), scores became polarized because the fraction of ground truth negative
and positive for low and high scores was even lower and higher, respectively. For
the fairness objectives balance of the negative and positive classes (Fig. [2b and
, respectively), score transport only applies to the subset of individuals that
are ground truth negative and positive, respectively. Furthermore, the barycen-
ter towards which scores are transported is weighted by the fraction of ground
truth negative and positive in each group, respectively (see Eq. . Thus, for
the balance of the negative class fairness objective, because the disadvantaged
ground had a larger fraction of ground truth negative individuals, FAIM de-
creased the scores of advantaged ground truth negative individuals more than
it increased the scores of disadvantaged ground truth negative individuals, thus
giving the result in Fig. 2p. Similar logic can be applied to explain why high
scores from the disadvantaged ground were mapped favorably when applying
FAIM for balance of the positive class (Fig. 2t). Finally, when applying FAIM
with an objective of an equal mix of the three fairness criteria, the scores and
transport map in Fig. indeed show a interpolated compromise between the
scores and transport maps in Fig. Ph-c.

Table [1| shows how FAIM affects classification performance and fairness. We
understand fairness in terms of the three fairness objectives we seek to meet
and therefore report metric and error rate differences in order to judge FAIM’s
performance. The table reports the absolute values for each metric after FAIM
has been applied, together with the changes relative to when FAIM is not applied
(in parentheses). The top row shows the metrics before FAIM has been applied.

Observe the results for our first experimental setting with #4 = 1. We expect

Synthetic
Data Set Performance Error Rates
Weighted Avg. Weighted Avg.
Aceur. (A) Precision (A) Recall (A) FPR (4) FNR (&)
before FAIM  0.852 0.853 0.852 0.138 0.157
blue 0.860 0.868 0.860 0.869 0.002
orange 0.844 0.869 0.844 0.000 0.990
04 =1 0.885 (0.033) 0.885 (0.033) 0.884 (0.032)  0.116 (-0.022) 0.114 (-0.043)
blue 0.884 (0.024) 0.873 (0.005)  0.884 (0.024)  0.560 (-0.309) 0.032 (0.032)
orange 0.885 (0.041) 0.874 (0.005) 0.885 (0.041)  0.032 (0.032) 0.557 (-0.433)
08 =1 0.879 (0.027) 0.882 (0.029)  0.879 (0.027)  0.076 (-0.062) 0.166 (0.009)
blue 0.877 (0.017) 0.876 (0.008) 0.877 (0.017)  0.392 (-0.477) 0.073 (0.073)
orange 0.882 (0.038) 0.873 (0.004) 0.882 (0.038) 0.016 (0.016) 0.666 (-0.324)
0¢ =1 0.865 (0.013) 0.873 (0.020) 0.865 (0.013)  0.208 (0.070) 0.062 (-0.095)
blue 0.854 (-0.006) 0.868 (0.000) 0.854 (-0.006) 0.918 (0.049) 0.001 (0.001)
orange 0.877 (0.033) 0.877 (0.008)  0.877 (0.033) 0.074 (0.074) 0.389 (-0.601)
04 =08 =0° 0.883 (0.031) 0.883 (0.030) 0.883 (0.031)  0.137 (-0.001) 0.098 (-0.059)
blue 0.884 (0.024) 0.873 (0.005) 0.884 (0.024)  0.560 (-0.309) 0.032 (0.032)
orange 0.881 (0.037) 0.875 (0.006)  0.881 (0.037)  0.057 (0.057) 0.450 (-0.540)

Table 1: We report the performance metrics and error rates of the synthetic experiment after
FAIM has been applied, and the corresponding relative improvements or deteriorations (green
or red values in parenthesis, respectively). The first line always refers to the whole data set,
whereas “blue” and “orange” contain results disaggregated by group. The top row shows
metrics before FAIM has been applied.
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an overall performance increase, as the algorithm calibrates the predictions with
respect to actual ground truth evaluation. We also expect the effect to be more
pronounced for the orange group, because of the larger error between predicted
and ground truth scores for that group. Both expectations are confirmed in
the results. The chance of the orange group to be labeled positive is now 5.7%
of the blue group, which marks an improvement of more than two orders of
magnitude.

Next, observe the results for the second and third fairness objectives where
6B =1, and #¢ = 1, respectively (corresponding to fairness criteria B) and C),
respectively). When fulfilling criterion B), fair score distributions for ground
truth negative individuals from the two groups should overlap (Figure , top
row). This corresponds to a noteable FPR decrease for the blue group, which
had a high base FPR including many false positive ground truth negative in-
dividuals scoring just slightly above the decision boundary whom become true
negative after FAIM is applied. This also corresponds to a slight FPR increase
for the orange group, which had a base FPR of zero and ground truth nega-
tive individuals scoring far enough below the decision boundary that only a few
were mapped by FAIM above the decision boundary to become false positives.
The results confirm our expectations. For the blue group, FAIM achieves an
FPR of 39.2%, which marks an improvement w.r.t. the original FPR of 47.7%.
We also see a slight increase of FPR for the orange group (1.6%). After FAIM
is applied the FNR shows an improvement of 32.4%. Overall the probability
of the orange group to receive a positive label is 5.3% of the blue group for
6P = 1. When fulfilling criterion C), we expect the fair score distributions for
true positive individuals to match (Fig. [2k), thus the false negative rates should
improve, particularly for the orange group since most blue individuals were pre-
dicted positive by the original model. Again our expectations are confirmed by
the results and declines in performance and error rates remain relatively small
for both groups. Overall, the probability of the orange group for a positive label
is 7.7% of the blue group.

Last, observe the last experimental setting 84 = #% = 6, which corresponds
to a compromise between the three mutually exclusive fairness criteria. The
results in Table [I] show that FAIM yields a compromise between calibration,
balance for the true negatives, and balance for the true positives. It achieves
similar performance improvements as aiming for calibration only (4 = 1), but
better FPR and FNR improvements. Compared to the balance criteria, this
setting achieves better performance improvements, but only slightly worse FPR
and FNR. Overall, the probability of the orange group to receive a positive label
is 9.7% of the blue group for 4 = 68 = §°.

4.2. Experiments on the COMPAS data set by [J)]

4.2.1. Data set

COMPAS (Correctional Offender Management Profiling for Alternative Sanc-
tions) is a commercial tool developed by Northpointe, Inc. to assess a criminal
defendant’s likelihood of recidivating within a certain period of time. Based on
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the promise to enhance fairness in judicial decision making, COMPAS is used
in several US states as a decision aid for judges, e.g., in parole cases. In 2016,
Angwin et al. [4] published an analysis of the tool based on a data set of criminal
defendants from Broward County, Florida, in which they found the tool to be
biased against certain groups (more on this below).

From the data—as it was published by [4]—we use decile_score (integers
{1,2,...,10}) as predicted scores, and two_year_recid (boolean) as ground truth
labels. Additionally, we construct groups based on sex, race, and age category
using the features sex, race, and age_cat. To increase race group sizes, we
merge races ‘Native American’ and ‘Asian’ into ‘Other’, leaving four race groups:
‘Caucasian,” ‘African-American,” ‘Hispanic,” and ‘Other.” These three features,
i.e., the predicted score, the ground truth label, and the group, form the input
for FAIM.

To assess the impact of FAIM on the predictive performance and the group
error rates, we perform an analysis similar to that carried out by Angwin et al.
[4]. We also translate the predicted score into a binary label of high and low risk
corresponding to predicted score > 5 and < 5, respectively. This binarization
is applied to both the predicted scores from the COMPAS data set and the
resulting fair scores produced by FAIM. Additionally, we calculate the probabil-
ity of the disadvantaged groups to be assigned a high risk label relative to the
advantaged group while correcting for the seriousness of their crime, previous
arrests, and future criminal behavior.

4.2.2. Performance Analysis of the Original Model

To better interpret the results of applying FAIM to the COMPAS data
set, we first provide a detailed performance analysis of the original COMPAS
algorithm. Fig. [3| shows the accuracy rates of the original model disaggregated
by decile score and demographic group. Grey bars mark the accuracy rates
measured for the aggregated data set. A striking insight is how poorly the model
performs through the entire score range, but particularly for intermediate scores:
within the range of 4-7, the accuracy rate for any demographic group hardly
ever exceeds a level of 0.6. One could argue, of course, that a triangular pattern
of accuracy rates (high accuracy for edge scores 0 and 10, lower accuracy for
scores near the decision boundary of 5) would be expected from a well-calibrated
model. After all, for a calibrated system, roughly 50% of individuals receiving a
COMPAS score of 5 (corresponding to a normalized score of 0.5) would reoffend.
Given that a COMPAS score > 5 corresponds to a prediction that an individual
will reoffend, a calibrated system would achieve around 50% accuracy for the
5th score decile. It is important to understand, however, that if the model was
well-calibrated we would expect to see accuracy rates of at least 0.9 for scores 1
and 10, at least 0.8 for scores 2 and 8, and so forth, requiring an accuracy rate
of at least 0.5 for score 0.5. As shown, the model never achieves any of these
minimum performance rates for any demographic group.

Another interesting insight can be found by looking at the disparities of
accuracy distributions across different demographic groups. Observe Fig. [Bh:
We see that women’s accuracy is higher than men’s in the lower scores, but vice
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versa for higher scores. This means that women are predominantly misclassified
when they are assigned high scores, while men are predominantly misclassified
when they are assigned low scores. In other words, women are treated too
harshly by the algorithm, while men are treated too gently (thus confirming
the finding of Angwin et al. [4]). The same is true for Hispanics in Fig. ,
whose accuracy for the low scores is much higher than the one for the high score
range. Surprisingly, Fig. reveals that young people, even though already
being assigned relatively high scores, still seem to be treated too gently by the

algorithm.

4.2.3. Experimental Results when Applying FAIM

Our experimental results us-
ing FAIM on the COMPAS data
set mostly confirm an important
hypothesis: our algorithm can-
not fix an inherently flawed model
(garbage in, garbage out). As de-
scribed earlier, we assessed accu-
racy, weighted average precision
and weighted average recall, as
well as false positive and false
negative rates, total and disag-
gregated by demographics (sim-
ilarly to results shown in Ta-
ble [I).  Because the nominal
changes were negligible, we per-
formed this same analysis disag-
gregated by COMPAS score (as in
Fig. |3). Together with the anal-
ysis of the transport maps, this
revealed the following: to fulfill
fairness criteria B) and C), FAIM
does not change the scores dras-
tically. This is understandable
since FAIM does not correct for
accurate scores, but only for equal
distributions, as soon as #4 = 0.
Thus, only a few individuals with
original scores of 4 or 5 get reclas-
sified from low to high risk, and
vice versa. Those with original
scores 1-4, or 6-10, turn out not
to cross the decision boundary be-

COMPAS accuracy disaggregated by decile
score and:
(a) gender
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Figure 3: (Best seen in color) Accuracy rates dis-
aggregated by COMPAS score. Across all demo-
graphics, accuracy rates show that the mid-range
scores 4—7 do not provide very meaningful insight
on recidivism risk.

tween the low and high risk class and therefore, none of the metrics changes for

these score ranges.

Therefore, we exemplarily report results disaggregated by gender and for
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COMPAS

Data Set Performance Error Rates
Weighted Avg. Weighted Avg.
Accur. (A) Precision (A) Recall (A) FPR (A) FNR (&)
before FAIM  0.470 0.751 0.470 1.000 0.000
male 0.495 0.750 0.495 1.000 0.000
female 0.387 0.763 0.387 1.000 0.000
64 =1 0.521 (0.051) 0.751 (0.000) 0.521 (0.051)  0.739 (-0.261) 0.185 (0.185)
male 0.495 (0.000) 0.750 (0.000) 0.495 (0.000)  1.000 (0.000) 0.000 (0.000)
female 0.613 (0.226) 0.763 (0.000) 0.613 (0.226)  0.000 (-1.000) 1.000 (1.000)
68 =1 0.530 (0.060) 0.751 (0.000)  0.530 (0.060)  0.000 (-1.000) 1.000 (1.000)
male 0.505 (0.010) 0.750 (0.000)  0.505 (0.010)  0.000 (-1.000) 1.000 (1.000)
female 0.613 (0.226) 0.763 (0.000)  0.613 (0.226)  0.000 (-1.000) 1.000 (1.000)
0¢ =1 0.530 (0.060) 0.751 (0.000) 0.530 (0.060)  0.000 (-1.000) 1.000 (1.000)
male 0.505 (0.010) 0.750 (0.000)  0.505 (0.010)  0.000 (-1.000) 1.000 (1.000)
female 0.613 (0.226) 0.763 (0.000) 0.613 (0.226)  0.000 (-1.000) 1.000 (1.000)
64 =608 =0° 0.530 (0.060) 0.751 (0.000)  0.530 (0.060)  0.000 (-1.000) 1.000 (1.000)
male 0.505 (0.010) 0.750 (0.000)  0.505 (0.010)  0.000 (-1.000) 1.000 (1.000)
female 0.613 (0.226) 0.763 (0.000) 0.613 (0.226)  0.000 (-1.000) 1.000 (1.000)
Table 2: Evaluation of FAIM when applied to the COMPAS data set, disaggregated by

gender. These are results only for an original COMPAS score of 5, because only individuals
close to the decision boundary turn out to get reclassified after a score reassignment through
FAIM. Indeed, we find that for score ranges 1-4, and 6—10, neither error rates nor performance
metrics change at all (see Subsection for an explanation why this is expected). Note
also that, for one particular score, everybody is classified either positive or negative and the
per-group error rates are thus either 0 or 1.

score & only in Table 2] to showcase the behavior of FAIM on the COMPAS
data set. We see that the algorithm behaves as expected and does, in fact,
improve performance and error rates the way we expect it to. However, since
the original model performance is so low (see first row section in Table , we
would recommend to rather abandon this model entirely. It seems futile to
change random guessing into fair random guessing.

4.3. E-commerce data set from Zalando

4.3.1. Data set

For our last experiments, we use data from the e-commerce platform Za-
lando, one of Europe’s largest fashion and lifestyle retailers, operating in 25
European countries. We collected a data set of 81,048 products for-sale on 27th
October 2021, which belong to four different women clothes categories with
a similar price range: skirts, jeans, trousers, and knitwear. Each data point
contains the following information: a brand, a ranking score, number of im-
pressions (how often the product was seen), and clicks. Impressions and clicks
correspond to the week following 27th October, 2021. Products are labeled as
relevant (ground truth positive) if the ratio of clicks to impressions is above a
certain threshold, meaning that they were of interest to users when seen by the
customer. All other products are labeled not relevant (ground truth negative).
Groups are assigned based on brand visibility calculated as the average number
of impressions over all products per brand per category. When this average
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is below the median, a brand is said to belong to the ‘low’ brand visibility
group. When this average is above the third quartile, a brand is said to be-
long to the ‘high’ brand visibility group. Products of brands with visibility
between the low and high group thresholds are discarded, leaving 62,461 prod-
ucts. 70.5% of them belong to high visibility brands. Note that the ranking
scores are produced by a learning-to-rank model trained daily to optimize a
surrogate normalized Discounted Cumulative Gain (nDCG) loss [67], but not
to classify products according to the ground truth labeling we defined above.
However, because the nDCG relevance labels are based on customer interac-
tions (i.e., implicit feedback), it is reasonable to assume that a good ranking
model should be able to identify which product is likely to be clicked. Hence,
the scores of an accurate click-through-rate classifier should provide a decent
ranking. We observe in our data that, irrespective of whether high visibility
products are relevant or not, they receive higher ranking scores compared to low
visibility products. There are many reasons external to the ranking algorithm
why customers would prefer well-known and highly visible brands: these brands
have higher marketing budgets, they can afford a more aggressive pricing strat-
egy thanks to economies of scale, and they benefit from the Matthew effect of
accumulated advantage [92]. Moreover, it is in the commercial interest of the
platform to highlight such best-selling items. At the same time, the platform
may not want to reinforce the status quo but rather provide a level playing field
for all brands to compete fairly. A level playing field makes it easier to attract
new brands on the platform, offers a more diverse assortment to a potentially
larger customer base, and can be seen as a good step to address the legal re-
quirements regarding competition law and the Digital Markets Act discussed in

section [5.3]

4.3.2. Results

From Table [3] we see that low visibility brands do indeed have a relative
disadvantage over high visibility brands. The low recall, and the high false
negative rate indicate that many relevant products from the low group are
not shown to the customer. This situation is improved by FAIM in all four
scenarios, albeit to varying degrees. Our results also show that the algorithm
yields expected improvements: When criterion A) is desired, accuracy and recall
is improved for both groups. Pursuing criterion B) or C) levels the respective
error rates. Finally, a compromise between all three criteria is found when
setting 04 = A8 = 9°.

For a better understanding on the effect of FAIM on the rankings, observe
Fig. In Fig. [@h we show a fictive example for an ideal ranking: imagine a
data set with brand visibility groups. The low brand visibility group has 400
products: 200 relevant and 200 non relevant. The high brand visibility group has
1100 products: 300 relevant and 800 non relevant. If we assume a ideal ranker,
we can sort those products simply by their relevance score. When grouping the
rankings in bins of 50 products, we would expect the top 10 bins (top 500 ranked
products) to contain only relevant products, and the next 20 bins (next 1000
ranked products) to contain only non relevant products. The top 10 (relevant)
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bins should contain a high to low brand visibility ratio of 300/200, whereas the
next 20 (non relevant) bins should contain a high to low brand visibility ratio
of 800/200. Fig.[4p shows the ranking as collected from the Zalando website on
27th October 2021, which, by virtue of being real, is not ideal. Since each bin
contains more than 2,000 products, it is enough to focus on the first bins, as
products from other bins are shown very rarely unless customers actively look
for them. We see that the first five bins contain mostly high visibility brands,
meaning that relevant products from low visibility brands are rarely shown to
the customer unless they start to use product filters or full text search. Again,
there are various reasons why a customer would prefer high visibility brands
over low visibility brands, but if we wanted to (or had to because of legislation)
mitigate the visibility disparities, FAIM provides a convenient approach (see
Section[5.3]for a discussion on FAIM’s legal meaning for an e-commerce scenario
such as ours). Figures [db— [f show rankings after FAIM has been applied with
different values for 4, 8% and 6€. In all cases, FAIM distributes high product
ranking scores more evenly across both brand visibility groups, particularly for
relevant products, which is the interesting case for an e-commerce platform such
as Zalando.

5. Application of the Algorithm in Legal Scenarios

Given the contextual agility [114] of EU regulations with respect to the def-
inition of fairness, it is advantageous to introduce a similar flexibility in the

Zalando
Data Set Performance Error Rates
Weighted Avg. Weighted Avg.
Aceur. (A) Precision (A) Recall (A) FPR (4) FNR (&)
before FAIM  0.624 0.623 0.192 0.079 0.808
high 0.586 0.622 0.238 0.122 0.762
low 0.717 0.747 0.012 0.002 0.988
04 =1 0.654 (0.030) 0.585 (-0.039) 0.518 (0.327)  0.252 (0.173) 0.482 (-0.327)
high 0.623 (0.038) 0.585 (-0.037) 0.604 (0.366)  0.361 (0.239) 0.396 (-0.366)
low 0.729 (0.012) 0.576 (-0.171) 0.186 (0.174)  0.055 (0.053) 0.814 (-0.174)
0B =1 0.621 (-0.003) 0.625 (0.001)  0.169 (-0. 022) 0.070 (-0.010) 0.831 (0.022)
high 0.577 (-0.008) 0.625 (0.003)  0.189 (-0.050) 0.095 (-0.027) 0.811 (0.050)
low 0.725 (0.008) 0.623 (-0.124) 0.095 (0. 085) 0.023 (0.021) 0.905 (-0.083)
¢ =1 0.622 (-0.003) 0.623 (-0.001) 0.177 (-0.015) 0.073 (-0.006) 0.823 (0.015)
high 0.579 (-0.007) 0.625 (0.003)  0.196 (-0 043) 0.099 (-0.023) 0.804 (0.043)
low 0.725 (0.008) 0.608 (-0.139) 0.104 (0.092)  0.027 (0.025) 0.896 (-0.092)
04 =08 = 0% 0.633 (0.009) 0.617 (-0.007) 0.259 (0.067)  0.110 (0.031) 0.741 (-0.067)
high 0.594 (0.009) 0.618 (-0.004) 0.294 (0.055)  0.153 (0.031) 0.706 (-0.055)
low 0.727 (0.010) 0.601 (-0.146) 0.124 (0.112)  0.033 (0.031) 0.876 (-0.112)

Table 3: We report the performance metrics and error rates of the experiment on Zalando data
after FAIM has been applied, and the corresponding relative improvements or deteriorations
(green or red values in parenthesis, respectively). The first line always refers to the whole data
set, whereas “high” and “low” contain results disaggregated by group. The top row shows
metrics before FAIM has been applied.
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Figure 4: (Best seen in color). Product rankings with low and high visibility brands under
different settings. Color indicates the average overall brand visibility of a product (group
membership: low and high), whereas fill pattern indicates customer relevance (ground truth:
relevant and not relevant). Fig. Eh exemplifies the outcome of an ideal ranker that ranks
products by relevance irrespective of brand (and brand visibility). Fig. @3 shows the distri-
bution of relevant vs not relevent products from low and high visibility brands as shown by
Zalando’s ranking algorithm by the time of data collection. We see that high visibility brands
do indeed have an advantage over low visibility brands, as there are almost no products from
the low brand visibility group in the first few bins. Fig.[dc—f show how the ranking changes
after FAIM is applied with different values for 84, 05, and #€. Depending on our preference
for calibration, balance for the positive class, or balance for the negative class, we see varying
degrees of ranking improvement for relevant products from the low brand visibility group.

operationalization of fairness concepts. FAIM has a wide range of applications
in scenarios in which the law compels the decision maker to make decisions in
both an accurate and a non-discriminatory way.

Importantly, this is of key importance for compliance with the newly enacted
EU AT Act. According to Article 9 Al Act, providers of high-risk Al systems
need to assess and mitigate risks to health, safety and fundamental rights, such
as non-discrimination. Similarly, according to Article 55, developers of certain
particularly powerful foundation models need to do the same. Meanwhile, Ar-
ticle 15 prescribes sufficient accuracy and performance of high-risk Al systems.
Law enforcement, credit scoring, hiring and medical AI qualify as high-risk Al
applications, making compliance with Articles 9, 15 and 55 mandatory for any
provider seeking to offer its model in the EU. However, as we shall discuss in de-
tail in the following sections, mitigating risk across different fundamental rights
is not always straightforward or unidimensional. For example, in some scenar-
ios, reducing biased outcomes may lower performance. This complexity is not
addressed in the AI Act itself, and underappreciated by current literature on
the AI Act. Significantly, machine learning and compliance systems need to be
able to navigate these subtleties to deploy Al in a legal way.

Technically speaking, this may result in a trade-off between competing fair-
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ness and accuracy measures embodying the contemplated criteria, i.e., calibra-
tion; balance for the negative class; balance for the positive class. Importantly,
the weighting of the different measures via the 6 interpolation parameters is a
deeply normative choice which reflects competing visions of what is supposed to
be considered fair, and legal, in a certain situation. Depending on the domain
of application, the achievement of calibration, the balancing of false positives
or of false negatives might be considered most important. FAIM affords the
advantage of allowing the decision maker to flexibly adapt to these different
scenarios by choosing different 6 weights.

The broad discussion of different fairness metrics both in computer science
and the law [IT3] [6T), [1T], 37, [7T}, (93] [R5 [41] suggests that no single metric such
as statistical parity, error balance or equalized odds will fit all contexts. This
also applies to the fairness measures under discussion here [23]. As pointed out
before, an important prerequisite for those metrics is the reliability of ground
truth [6]. If these data points are collected in a way that systematically disfavors
one protective group, conditioning on ground truth data risks perpetuating im-
balances included in them [6], T3] 22]. Within these constraints, ground truth
measures like the ones underlying FAIM can nevertheless be helpful tools in
many situations to capture normative desiderata, particularly if used alongside
strategies to improve the correctness and representativeness of ground truth.

Generally speaking, choosing, for example, between a stronger balance for
the negative or the positive class will depend on the respective consequences
of misclassification (false negative and false positive predictions). As a result
of prediction errors, individual and social costs arise, and legal norms may be
violated. These costs and norms will differ widely depending on the deployment
context.

However, the AI Act, and other laws, do not explicitly conceptualize the
trade-offs between different risks, leaving this complex balancing act primarily
to the discretion of developers. Current legal literature is equally silent on this
problem. This lack of guidance can create significant challenges for developers,
who must navigate these trade-offs without a clear framework. Our results pro-
vide a structured approach for transparently addressing these trade-offs, helping
developers comply with the AI Act while ensuring a balanced consideration of all
relevant risks. This framework aims to support developers in making informed
decisions that align with the objectives and compliance with the provisions of the
AT Act, promoting fairness and effectiveness in Al system deployment. In the
following, we review three examples in which different normative considerations
may lead a decision maker to adopt varying weights for the respective accu-
racy and non-discrimination measures: recidivism prediction and credit scoring
— both high-risk applications under the AI Act; and fair ranking according to
the Digital Markets Acts (DMA).

5.1. Recidivism Prediction

In this paper, we consider recidivism prediction for technical and argumen-
tative reasons: the original papers by Kleinberg et al. [73] and Chouldechova
[22]showing incompatibility between fairness metrics did use the COMPAS case,
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and we directly build on their work. Hence, we use COMPAS as an example
to clarify how FAIM works. However, when considering recidivism prediction,
the first questions that arise from a juridical perspective are whether one legally
may, or policy-wise should, use algorithmic tools such as the COMPAS model
to assess recidivism risk in Criminal Justice proceedings at all (see also. We
do not wish to make any claim as to the legitimacy of the usage of these tools
in this paper; there are, if anything, good reasons to be quite skeptical about it.

Under the EU AT Act, such systems qualify as high-risk systems (Annex
ITI, points 6 and 8 AI Act); to the extent that they rely only on profiling
or personality assessments, they are even prohibited (Article 5(1)(d) AI Act).
High-risk systems need to be designed such as to simultaneously fulfill a criteria
of (public) safety, personal freedom of individuals, fairness/non-discrimination
(Article 9 AT Act) and performance criteria (Article 15 AT Act), triggering
inherent legal and technical tensions.

As mentioned, COMPAS is a proprietary model used in pretrial settings
in the US to determine whether potential offenders should be detained until
their trial, based on a prediction of recidivism likelihood. Similar models are
currently employed in Canada, the UK, and Spain [I15, p. 122]. While the use
of such instruments has sparked significant controversy, and critique, in the legal
literature [106, B3] 10T [70) B30} 65, 7], courts such as the Wisconsin Supreme
Court have condoned their use under certain safeguardsﬁ and their deployment
is currently on the rise [57]; [IT5] p. 122].

Within the scope of this paper, we cannot offer an in-depth discussion of the
promises and perils of algorithmic recidivism risk assessment (see, e.g., [104] [74],
and . Rather, we would like to point out that, to the extent that such
tools are used at all, they must clearly fulfill minimum requirements seeking to
safeguard normative and legal principles of the jurisdictions in which they are
deployed. Importantly, the impossibility theorems concerning various fairness
metrics mentioned above apply equally in the case of algorithmic and human
risk assessments. While the influence of fairness considerations on human risk
predictions, for example by a judge, remains difficult to elucidate, FAIM allows
to make the relevant trade-offs transparent and to rank the involved fairness
metrics in varying degrees of priority.

In training the COMPAS model, the developers chose to prioritize calibra-
tion, which inevitably led to differing false positive and false negative rates given
imperfect prediction and differing base rates between the involved ethnic groups
[26] [79]. While accuracy remains significant in recidivism risk assessment—and
is actually quite low with the COMPAS algorithm [28]—the core normative
trade-off arguably occurs between the respective importance of equalizing false
positive and false negative predictions. On the one hand, one could argue that
the prevention of false positive outcomes should be prioritized because, under
the rule of law, it is of utmost importance not to detain any person without suf-
ficient reason. Under this reading, the greatest weight should be put on aligning

8State v. Loomis, 881 N.W.2d 749 (Wis. 2016).
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false positive rates between groups, so that the burden of being unduly sent to
prison is shared equally between the respective groups. On the other hand,
one could claim that matching false negative predictions is crucial because they
unduly spare individuals time in prison, affording a significant individual ad-
vantage to them. Under this reading, that undeserved benefit should not accrue
to any protected group to a greater extentEI

FAIM allows for the establishment of an intermediary position such that
both balances, for the positive and the negative class, are fulfilled to an equal
degree, even though only partially. To the extent that such instruments are used
at all, and that the data they are based on are considered adequate, FAIM may
therefore operationalize a policy compromise between factually irreconcilable
goals.

From a different perspective, however, balancing false positives may be con-
sidered more important: losses loom larger than gains. Time in prison consti-
tutes a highly significant restriction of personal freedom, interrupting private
lives and careers, potentially endangering physical and mental health. Hence,
lawmakers or judges may come to the conclusion that it is more important to
share the burden of false positive predictions equally between groups than the
unwarranted benefit of false negative predictions. FAIM then allows to prioritize
the former criterion.

5.2. Credit Scoring

Entirely different normative considerations are present in the case of credit
scoring. Under the EU AT Act, Al-based credit scoring is considered a high-risk
activity, just like law enforcement. Again, in this domain, the risk assessment
and mitigation framework in the AI Act, particularly Articles 9 and 55, intro-
duces inherent tensions in balancing various risks. Providers of high-risk Al
systems and of particularly powerful foundation models are required to miti-
gate risks to health, safety, and fundamental rights. According to Article 15,
they also have to ensure sufficient accuracy and performance. However, ad-
dressing one type of risk may inadvertently exacerbate another. For instance,
reducing discrimination or enhancing transparency in Al models can sometimes
lower their performance. This performance dip can impact the attainment of
health objectives in medical AI or default prevention in credit scoring, which
are also crucial for supporting fundamental rights. Moreover, other types of
legislation provide for even more legal constraints on credit scoring with a view
to performance and non-discrimination, as discussed below.

Imagine a bank uses an ML-based scoring algorithm to assess the credit-
worthiness of loan applicants, as in our synthetic experiment. Increasingly, ML
is indeed used for these purposes [76, [(7]. Here, accuracy facilitates so-called

9Note that the fact false negative predictions constitute a particular risk to individuals
and to society at large, with potentially dangerous offenders roaming free, is likely irrelevant
here: it should not matter to victims, nor to society, by members of what protected group
re-offences are committed. Criterion B) balances the negative classes, but does not (directly)
reduce their size.
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responsible lending, i.e., loan decisions in which the credit institution intends to
ensure that the borrower is not overburdened by the repayment obligations. Af-
ter the financial crisis of 2008/09, responsible lending has become a cornerstone
of financial law. In the EU, for example, the specific obligation to lend respon-
sibly is enshrined in Article 8 of the Consumer Credit Directive 2008/48/EC,
and other EU law instruments install a comprehensive compliance and supervi-
sion regime demanding regular audits to ensure the accuracy of credit scoring
models, in addition to the AT Act (Art. 174 et seqq. of the Capital Require-
ments Regulation 575/2013, CRR). Hence, accuracy should certainly receive
significant weight in the case of credit scoring. As Art. 174(1) CRR puts it,
statistical models used by banks need to have ‘good predictive power’. This is
equally demanded by Article 15 AI Act.

However, with default base rates usually differing between protected groups,
high degrees of calibration will lead to an imbalance in the false positive or false
negative rates between the groups. A positive label, in credit scoring, means
that the loan request is denied, a negative label that it is granted (because the
risk of default is low enough). Clearly, false negative predictions may inflict
financial damage on the lender if the credit cannot be repaid, but also poten-
tially on the borrower, who may face financial penalties, eviction and future
encumbrance due to a negative credit record. False positive predictions, on the
other hand, give rise to opportunity costs: the lender does not earn interest
payments, and the borrower does not obtain access to credit. Disparities con-
cerning false negative or false positive rates affect access to credit or default
rates between protected groups, and are therefore relevant for compliance with
non-discrimination legislation.

In the EU, as mentioned, such risks must be assessed and mitigated by
developers of high-risk AI systems under Art. 9 Al Act, such as in credit scor-
ing. Furthermore, specific rules on indirect discrimination forbid even seemingly
neutral practices putting protected groups at a particular disadvantage, unless
these differences can be justiﬁedm Higher false positive rates clearly constitute
a disadvantage for the affected group; even higher false negative rates can be
viewed as a burden on the more often wrongly classified group, however, as they
entail the concrete risk of default. Since accuracy and error rates cannot be bal-
anced between protected groups at the same time under non-trivial conditions,
the law will have to accept reasonable trade-offs between these competing and
mutually exclusive obligations. It cannot and does not demand what is impos-
sible (nemo ultra posse obligatur). From the perspective of legal doctrine, this
will arguably take the route of the justification of a possible disadvantage. The
damage inflicted must then be proportionate, given the reasons which can be
advanced for prioritizing the other fairness criteria.

Given these preconditions, equalizing false negative credit predictions might
be considered more important in the case of high-stakes loans (e.g., large sums
and little collateral). Here, a default would be particularly disruptive, and

10See, e.g., Art. 2(b) of Directive 2004/113/EC; Art. 2(2)(b) of Directive 2000/43/EC.
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hence that burden should be shared equally between protected groups. As a
consequence, the 6 weight of the balance for the positive class (Criterion C)
should be higher than that for the negative class (Criterion B).

Conversely, in the case of low-stakes loans (e.g., low credit volume; sufficient
collateral besides basic necessities of the borrower, e.g. beyond the house a
family lives in; or limited personal liability in case of default), false positive pre-
dictions might be more deleterious than false negative ones because the damage
is limited if the borrower defaults on the credit. Wrongfully denying access to
credit may then have larger opportunity costs. Under such circumstances, the
0 weight of the balance for the negative class (Criterion B) should be higher
than that for the positive class (Criterion C). As an example, calibration could
be set to 0.5, balance for the negative class to 0.35, and balance for the positive
class to 0.15. Legally speaking, the fact that an unequal rate of false negative
predictions persists will then arguably be justified by the overriding importance
of aligning false positive predictions and calibration between groups. In our
view, this would also be a justifiable risk mitigation and compliance strategy
under Article 9 AT Act.

5.3. Fuairness in E-Commerce Rankings

Finally, our method may be used to implement emerging legal notions of
fairness in e-commerce rankings. In this context, the AT Act does not provide
any guidelines. However, particularly in EU law, a growing number of other
provisions aim to safeguard the impartiality of rankings in online contexts. At
the most general level, these rules have shifted from the prohibition of self-
preferencing via a focus on transparency to, so far, under-researched concepts
of fairness in the Digital Markets Act (DMA). To the best of our knowledge,
our contribution constitutes the first attempt to operationalize the fair ranking
provisions of the DMA on both a technical and a legal basis.

5.8.1. Competition Law

The oldest and best-known rule of fairness in e-commerce rankings is derived
from the prohibition, in general competition law, to abuse a dominant position
(Art. 102 TFEU in EU law). It has long been argued that many dominant
online undertakings, such as Google or Amazon, need to be scrutinized under
this provision due to their dual role as providers of online marketplaces — on
which third parties directly sell their goods to consumers — and as direct sellers
of goods on their platforms [90, [45]. Hence, such platforms may be considered
competitors of the very business customers they serve on their marketplaces
(vertical integration). As a consequence, dominant online platforms must not
unduly preference their own offers vis-a-vis those of their business customers in
rankings they display as a result of consumer search queries. This rule has led to
some of the most spectacular fines in recent EU competition law. For example,
the General Court of the European Union, in November 2021, affirmed the 2017
decision by the EU Commission to fine Google with €2.4 billion for engaging in
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self-preferencing in its online comparison shopping serviceE A similar issue is at
stake in the Amazon buy box case, in which the Italian Competition Authority,
in December 2021, imposed a record fine of €1.1 billion on several Amazon
companies for tying access to the buy box to the use of Amazon’s own logistics
channel (Fulfillment by Amazon)B

The upshot of these rulings is that dominant platforms which serve a dual
role of marketplace and seller must abstain from systematically tweaking their
rankings to their own benefit. This rule against self-preferencing, deduced from
Art. 102 TFEU and pertinent case law, may be considered a first substantive
fairness element for the order of the ranking itself [96]. However, it only applies
to undertakings which dominate a certain market.

5.3.2. Transparency

Often, though, it is difficult for outsiders, even for the business customers,
to determine how these rankings come about. Two new provisions therefore
install explicit transparency provisions for rankings in EU law [53], [32]. First,
Art. 5 of the so-called P2B (Platform to Business) Regulation (EU) 2019/1150
obliges online intermediaries and search engines, independent of their market
power, to disclose the main parameters of ranking and their relative impor-
tance. The provision has been in effect since July 2020. It is supposed to foster
the predictability and understanding of the ranking for business users, and to
foster competition between different intermediaries with respect to the ranking
parameters (Recital 24 of the P2B Regulation). In a similar fashion, second,
the new Art. 6a of the Consumer Rights Directive (CRD) has required online
marketplaces from the end of May 2022 on to divulge to consumers the main
parameters for rankings based on consumer search queries as well as their rela-
tive importance. According to the new Art. 2(1)(n) of the Unfair Commercial
Practices Directive, ‘online marketplace’ denotes any software operated by or on
behalf of a trader which allows consumers to conclude distance contracts with
other traders or consumers. Therefore, the rule does not apply to companies
only selling goods directly to consumers, but is again independent of market
power.

Essentially, scholars have argued, these provisions introduce an obligation
for the global explanation of the ranking model [53] [47]. It may be fulfilled, for
example, by using interpretable machine learning models (e.g., linear or logistic
regression [99]) or by using global post-hoc explanations for black box models
(e.g., DNNs) such as an average over local SHAP values [82] or SpRAy [78].
However, the provisions do not add any specific, substantive fairness criteria
concerning the order of the ranking itself.

IIGCEU, Case T-612/17 (Google Shopping).
12Ttalian Competition Authority, Case A528, Amazon, Press release, 9 December 2021.
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5.8.3. The EU Digital Markets Act

The DMA, which has come into effect in the EU in 2023, takes these exist-
ing provisions yet one step further by introducing a novel fairness condition for
rankings. Its importance is hard to overstate: failure to comply with the DMA
provisions may be sanctioned by fines of up to 10% of the global annual turnover
of the offender (Art. 30(1) DMA), and up to 20% in the case of a repeated viola-
tion (Art. 30(2) DMA). The DMA includes a whole range of provisions aimed at
strengthening contestable markets and fair competition in online environments
by designing specific rules applicable to so-called gatekeepers, in essence large
online platforms.

Fairness in the DMA. Art. 6(5) DMA specifically tackles rankings[™| includ-
ing when delivered via a virtual assistant (Recital 51 DMA; for example, a
personal voice assistant). Art. 6(5) DMA first reiterates the prohibition of
self-preferencing known from general antitrust lawE

The second sentence of Art. 6(5) DMA starts by specifying that rankings
need to be transparent. As Recital 52 suggests, this could refer to the trans-
parency provisions of the P2B Regulation. Importantly, Art. 6(5) DMA goes on
to demand that gatekeepers must, in general, apply ‘fair and non-discriminatory
conditions’ to their rankings. In the legal space, this has sparked a discussion on
how these criteria may be interpreted [I5] 52]@ So far, however, no clear guid-
ance or consensus has emerged on what these additional fairness requirements
for rankings under the DMA could mean for gatekeepers.

This raises the question of how the obligation to apply fair and non-discriminatory
conditions to rankings could be interpreted. Much remains uncertain in this
area [54] [32]. Courts might, however, conclude in the future that fairness and
non-discrimination under the DMA clause is linked to accuracy, false positives
and false negatives. In this case, we can smoothly operationalize the DMA fair-
ness condition with FAIM. This is significant insofar as previous discussions of
fairness in algorithmic contexts have invariably focused on non-discrimination
law [119] (5 103} [122], and not on fairness conditions in e-commerce regulation,
such as the DMA [

DMA Ranking with FAIM. FAIM allows to specifically and flexibly re-order
gatekeeper rankings such that certain conditions are prioritized, depending on
the exact, and as of yet unknown, binding interpretation of Art. 6(5) DMA.
In the case of e-commerce rankings, one possible interpretation by courts could
be that accuracy as well as an equal false positive rate are the most important

13In the final version, it applies, beyond rankings, also to indexing and crawling.

14For differences to Art. 102 TFEU, see, e.g., [32].

15For a discussion of non-discriminatory rankings in general competition law, see [45].

16The DMA applies to a range of digital services, so-called core platform services (Art. 2(2)
DMA). These include social media and video-sharing services, for example; online interme-
diation, typical for e-commerce, is another core platform service according to Art. 2(2)(a)
DMA.
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parameters among the three conditions. Under such a reading, false negative
predictions might be considered less important than false positive predictions as
most consumers will not even see or engage with those items which are ranked
at low positions. If a platform, preemptively or as a result of a court or agency
order, wishes to avoid that criteria such as incumbent status play a role in the
top-ranked products, 6 values can be set accordingly. They could, for example,
convey high priority to equalizing the false positive rate (Criterion B) between
high-visibility and low-visibility brands/["]

A second possible interpretation would focus on false negatives. False neg-
ative predictions unduly demote products in the ranking and thus deprive af-
fected items of visibility and hence of transactions. If a regulatory agency or
court found that the false-negative rate needs to be balanced between certain
groups, FAIM can again be tuned to implement such a requirement by choosing
corresponding 6 values (high values for Criterion C).

In future work, we will seek to identify further distinctions which may be
problematic under the DMA fairness clause and which may be remedied by
FAIM. Importantly, the fairness clause in the DMA provides an opportunity
to reflect upon fairness criteria in e-commerce rankings beyond general non-
discrimination law and the prohibition of self-preferencing in competition law.

6. Discussion and Limitations

6.1. Choosing Fairness Weights

In the three discussed use cases, decision makers may place differing em-
phasis on various fairness criteria depending on which undesirable error type is
most relevant. In recidivism prediction, balancing both error types might ap-
pear important, but judges or lawmakers may weight false positive predictions
more heavily if unwarranted detentions are considered a particularly severe in-
trusion into personal freedom. In credit scoring, decision makers may choose
to weight false negative rates more highly in high-stakes loan scenarios, while
low-stakes loans may justify placing greater emphasis on false positives to avoid
unnecessarily denying credit access. In e-commerce rankings, decision makers
may prefer to focus on equalizing false positives if both accuracy and fairness
in the top-ranked products are critical, or choose to emphasize false negatives if
it is necessary to ensure that products are not unfairly pushed to low-visibility
positions.

More generally, the selection of weights for fairness criteria in different prac-
tical applications will vary, as the real-world consequences of imbalance differ

17To be sure, there may be valid reasons for relegating certain brands to low-visibility status,
for example reasons relating to product quality. Nonetheless, one may wish to equalize error
rates between the groups. For instance, platforms may seek to limit false negative rates in
the low group since even such brands may, eventually, produce some high-quality items; see
also next para.
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significantly across contexts. Decision makers need to consider not only what
each error type entails in theory, but also what it means in the given environ-
ment.

It is often useful to start with a baseline weighting of 1/3 each and then
adjust these weights based on an analysis of the stakeholders’ priorities, the
severity of potential harms, and the anticipated legal and ethical constraints.
In settings where reputation management is critical, decision makers may give
equal weighting to all three criteria by setting them to 0.333 each, ensuring that
no single measure dominates. In scenarios where a specific error type may lead
to legal liability, that criterion could receive a higher weight such as 0.6 or 0.7,
with the remaining 0.2 or 0.3 split evenly between the other two criteria. In
the following paragraphs, we discuss briefly considerations for hiring decisions,
college admissions, and medical recommendations.

Hiring decisions: In this context, false negatives (qualified candidates not
hired) and false positives (unqualified candidates hired) can both have signifi-
cant consequences. However, the harm of unfairly denying opportunities likely
outweighs the cost of some suboptimal hires, unless the position is for a unique
leadership role. Therefore, we would suggest generally emphasizing equal false
negative rates between demographic groups (e.g. by sex, race) with a weight
of 0.5 for Criterion C, 0.3 for equalizing false positives (Criterion B), and 0.2
for the Criterion A (calibration). This allows a company to draw on a more
diverse set of candidates and experiment with different protected groups whose
potential might otherwise be overlooked. If, however, the role is of particular
importance for the company and quite unique (e.g., C-level position), avoiding
false positives seems particularly desirable and justified. Here, Criterion B could
therefore be pushed to 0.6 or 0.7, with the remaining weights split between the
other two.

College admissions: Similar to the general hiring scenario, the impact of a
false negative (unfairly denying a student admission) is arguably greater than
a false positive (admitting a less-qualified student). Students have a limited
number of opportunities to attend top colleges. Conversely, admitting a few
suboptimally qualified students (false positives) does not hurt colleges or uni-
versities much. Hence, equalizing false negative rates should be the priority,
perhaps with a 0.6 weight on Criterion C, 0.2 on Criterion B, and 0.2 on overall
calibration.

Medical diagnosis and treatment recommendations: When applying a fair-
ness algorithm like FAIM to medical diagnosis and treatment recommendations,
setting the appropriate weights for the different fairness criteria is of utmost im-
portance given the high-stakes nature of healthcare decisions [86]. False negative
and false positive predictions can both lead to serious consequences for patients,
so carefully considering the potential impact of each type of error is essential.
False negatives, where a patient with a serious condition is incorrectly given
a clean bill of health, can result in delayed diagnosis and treatment. This is
particularly concerning for conditions like cancer, where early detection and
intervention are critical. If an algorithm has a higher false negative rate for
certain demographic groups, such as older patients, it could lead to a dispropor-
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tionate number of those individuals facing worse prognoses or even preventable
deaths due to missed or delayed diagnoses. False positives, on the other hand,
can cause undue psychological stress, unnecessary medical procedures, and in-
creased healthcare costs. Being incorrectly told you may have a serious illness
can take a significant emotional and mental toll, even if subsequent tests reveal
the initial diagnosis was wrong. False positives may also lead to invasive pro-
cedures like biopsies or surgeries that carry physical risks and financial burdens
for the patient.

The specific FAIM weights will depend on the characteristics of the medical
condition in question and the relative risks associated with false negatives and
false positives. For a life-threatening illness where a missed diagnosis could
be deadly, a higher weight for Criterion C may be justified, such as 0.6, while
Criterion B might be assigned a weight of 0.3, and overall calibration 0.1. For
less severe conditions, where false positives pose a bigger problem, the weights
could be adjusted accordingly.

Overall, aligning weight distributions with the underlying normative trade-
offs relevant to the specific domain allows decision makers to create a more justi-
fied and context-sensitive approach to implementing fair classification schemes.

6.2. Normative Choices and Applicability

To explicitly name the normative choices FAIM implies, we use the con-
cepts by Friedler et al. [37] of two different metric spaces—construct space
and observable space. Construct space denotes an idealized reality in which all
feature values are correctly registered, and a decision is based on those fea-
tures. However, decision makers usually do not have access to this realm of an
objective truth. Rather, they need to base their model, and decisions, on ob-
servable space, which contains the feature values the decision maker has access
to via measurement. Importantly, ground truth may correctly reflect, or at least
closely approximate, construct space—or it may not.

This implies a first limitation for our method. FAIM operates in observ-
able space, and does not undo any harm that might arise from a potentially
biased mapping between construct and observable space, e.g., by systematic
measurement errors. This is because we obtain our ground truth labels from
observing behavior of scored individuals, such as: “did someone who was labeled
creditworthy actually repay the loan?” Such observations naturally incorporate
historic and on-going discrimination, as they usually do not ask: “If a person
who was labeled creditworthy did not repay the loan, was that because she can
genuinely not handle money, or because she belongs to a disadvantaged group?”
To be sure, this question is crucial for the societal mitigation of discrimination
in the long term. However, with the data we have at our disposition, we usually
cannot answer it exhaustively. Hence, FAIM must generally content itself with
correcting unequal calibration or disparate error rates, defined by a divergence
from ground truth, that disproportionately affect a certain group of individu-
als. As such disparities often correlate with the membership of a disadvantaged
group in society, it may also correct discrimination caused by skewed mappings
between construct and observable space to a certain extend (as we have seen
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in our experimental results). However, this is only a side-effect and depends
on the nature of discrimination that is present in the data. If ground truth
is close to reality, i.e., to construct space, then we can cure biased mappings
between construct and observable space; otherwise, not. For the same reasons,
FAIM addresses technical and emergent, but not pre-existing bias, as defined
by Friedman and Nissenbaum [38].

We therefore advise FAIM to be used in settings where ground truth ob-
servations are sufficiently reliable (though this is a necessary condition for any
data-driven decision making), and it can be assumed that groups can be mean-
ingfully compared by the respective measures of qualification or quality. As an
example for a non-comparable qualification measure across genders, consider
the h-index [64], which suffers from strong gender bias. Research shows that
women, for the same amount and quality of research, receive significantly lower
h-index values because it takes them longer to publish, and their work is less
cited than men’s [I9]. In cases where groups cannot be meaningfully compared,
a method that implements statistical parity or other affirmative action policies
independent of ground truth (such as FA*IR by Zehlike et al. [T19] 121]) is an
appropriate choice (see also [113]).

6.3. Limitations of FAIM

Continuous Mathematical Framework . As stated, we work with a continuous
scale of possible scores (in the real interval [0,1]) and accordingly with con-
tinuous probability distributions. In practice, of course, there will be only a
discrete set of possible scores, and a finite set of individuals under scrutiny. The
reason we work in a continuous setting is of a mathematical nature, in that it
allows us to use certain tools from the theory of optimal transport, which in a
discrete setting would complicate the theory considerably. It is common and
reasonable practice to approximate discrete models by continuous ones, as long
as the number of individuals considered is large and their scores are sufficiently
spread out over a finite scale. Thus, our framework would not be suitable for a
situation where there are only very few possible score values, e.g., only three or
four. Further discussion in this direction, for a related problem, can be found
in Zehlike et al. [120].

Discontinuities in score distribution . In criterion B) (we use this case as an
example to explain the problem, but the same applies to criterion C), we only
balance the scores for the negative class and ignore the true positives. This
means that the scores of the true positives remain unchanged by FAIM. This
might become a problem for rare scores of true negative individuals for whom
there was no example in the data when calculating the optimal transport (OT)
matrix. Remember that our algorithm calculates an optimal transport matrix
to translate raw scores into fair scores for previously unseen individuals. This
means that for new data points, we do not know the ground truth label. Instead,
FAIM consults the OT matrix that corresponds to a certain group and setting
of 6 and checks if it finds a raw score entry in that matrix. In such a case,
the following scenario might arise when trying to optimize for criterion B) only:
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Suppose a true negative person’s score lies at the edge of the overall true negative
score distribution, i.e., only few others (in the world) have the same score while
being true negative. In addition, critically, no true negative person had this
score when the OT matrix was computed. In this case, the algorithm does not
have an entry for translation in the OT matrix. As a result, this individual
would be considered true positive, and their score would be left untouched.

6.4. Critique of using COMPAS as an experimental scenario

Bao et al. [0] raise the problem that Risk Assessment Instrument (RAI) data
sets such as COMPAS are used for benchmarking fairness methods in a purely
technical fashion without recognizing the domain- and data-specific concerns
of Criminal Justice (CJ). As a result, technical fairness method contributions
could be interpreted as substantive interventions in the CJ domain. However,
the authors rightly argue, the latter presupposes careful considerations of the
domain specifics that may invalidate such results. They raise several serious
concerns about COMPAS: outcome label bias due to construct invalidity; mea-
surement bias that cannot be calibrated due to lack of (reliable) ground truth;
protected attribute measurement bias; racial bias in covariates; and distribution
issues due to label selection bias.

We recognize and acknowledge the concerns raised by Bao et al. However,
since our contribution is, inter alia, an improvement on a previously published
method presented on the COMPAS data set, we deem it important to enable a
comparison of our results with the original. Thus, we publish the results from
our experiments on the COMPAS data set only as a technical comparison with
the results in Kleinberg et al. [73], and under the caveat that reliable ground
truth is not available for the COMPAS data set. Hence, the results on applying
FAIM to COMPAS are not intended as a contribution to real-world outcomes
in the criminal justice domain. Rather, we discuss how FAIM could be used in
a pretrial setting if the model and data were considered adequate.

6.5. Data Missingness

Data missingness is a validity concern for the study of any fairness criterion,
as noted by Goel et al. [43], and is not unique for FAIM. As is the case for
many fairness criteria, FAIM assumes the availability of ground truth data that
is representative of the underlying distribution, and the absence of systematic
censorship [69] in the data generation process. If systematic censorship occurs
due to biased decision making, then this prevents us from sampling from the
ground truth distribution needed for an unbiased fairness criterion, thus making
evaluation problematic.

Concerning the three data sets used in this paper: as mentioned, we use
the COMPAS data set to allow a direct comparison with the metric proposed
by Kleinberg et al. [73], and we thus do not want to modify the data set, for
example through recovery or imputation. As shown by Goel et al. [43], it is
possible to recover parts of the distribution on certain assumptions about the
causal structure of the decision-making process, but making such assumptions
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would not allow comparison with the results of Kleinberg et al. [73] or allow us
to make any general conclusions about applying FAIM to COMPAS.

The e-commerce data set is subject to systematic censorship in the sense
that articles classified as ”low visibility” would receive less exposure and thus
do not have opportunities to gain more exposure. Modifying the exploration-
exploitation strategy for the learning to rank model would allow us to sample
from the missing data to a larger degree, but performing such experiments would
be prohibitively costly.

Finally, to further investigate the effect of data missingness on FAIM, we
could introduce synthetic missingness to the synthetic data set, but would have
to do so under the assumption of different causal structures, which are in an
undefined and infinite search space. Thus, it is unclear what the relevant causal
structures would be that would allow us to make meaningful conclusions.

7. Conclusion

As Al systems are deployed in an increasing number of societally relevant
scenarios, considerations of fairness, non-discrimination and performance have
assumed a central role in both in the policy debate surrounding Al and in Al
research. However, implementations and operationalizations of these concepts
are needed to ensure that Al systems can be deployed in ways that comply with,
rather than violate, the law. In this paper, we have presented FAIM, a re-scoring
algorithm that interpolates between three important criteria from the literature
on fairness in machine learning, which also have immediate relevance for legal
compliance questions: calibration, balance for the negative class, and balance for
the positive class. Previous research has shown that they are mutually exclusive
under reasonable factual assumptions. However, in many practical and legal
scenarios, it is unsatisfactory — and potentilly illegal — to fully prioritize one
criterion while neglecting the other two.

Our paper makes two main contributions. First, we move beyond the im-
possibility theorems that pit various competing notions of fairness against one
another in a seemingly irreconcilable manner. FAIM allows to find an opti-
mal compromise between three highly popular and important fairness criteria
through three per-group parameters 84,67, and #¢ using optimal transport
theory. The parameter settings can be flexibly adapted to various scenarios.
In this way, decision makers can balance competing interests and rights of pro-
tected groups; and they may adapt one model to different legal requirements.
We presented mathematical theory together with a pseudocode implementation
to help readers with different backgrounds to follow our approach. The model
was tested in extensive experiments on real-world data sets from the criminal
justice and the e-commerce domain. Our experiments have shown that FAIM
is effective under all scenarios, but that an inherently flawed model or data
set should not be “fixed” via fairness constraints. As such, we want to stress
that our model is not a means of ethical reasoning, i.e., it can not determine
whether a candidate should or should not receive bail or credit, or whether a
product should be included in a top-k ranking. Instead, it ensures an optimal
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compromise for mutually exclusive fairness constraints according to the desires
of a decision maker, expressed through the choices of 4,62, and €.

Our second main contribution is to map these technical interpolation ca-
pacities to legal provisions requiring nuanced trade-offs between fairness, per-
formance and other criteria relating to the protection of fundamental rights.
Operationalizations of the often vague legal terms are crucial for compliance
and to deploy Al systems in ways that are both safe and legal. We offer novel
interpretations of the recently enacted EU AI Act and the Digital Markets Act
against this technical background, and show how FAIM may help navigate these
emerging, new frontiers at the intersection of law and computer science. Guid-
ance is offered on how the trade-off between different fairness metrics may be
conducted in various high-stakes settings, including hiring, college admissions,
and healthcare.

In doing so, we have also stressed that any choice of 8 values must, of course,
remain within the confines of the law. We discuss how FAIM may be harnessed
to comply with competing legal non-discrimination obligations in three concrete
settings corresponding to our experiments: credit scoring, bail decisions, and
emerging notions of fairness in e-commerce rankings. The discussion shows that
our model can handle both traditional legal fields and novel obligations under
the recently enacted Al Act and the DMA. To our knowledge, our paper is
the first to explore these new instruments from both a technical and a legal
perspective.
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