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Abstract

As designers of artificial intelligence try to outwit hack-
ers, both sides continue to hone in on Al’s inherent vulnera-
bilities. Designed and trained from certain statistical distri-
butions of data, AI’s deep neural networks (DNNs) remain
vulnerable to deceptive inputs that violate a DNN'’s statis-
tical, predictive assumptions. Before being fed into a neu-
ral network, however, most existing adversarial examples
cannot maintain malicious functionality when applied to an
affine transformation. For practical purposes, maintaining
that malicious functionality serves as an important measure
of the robustness of adversarial attacks. To help DNNs learn
to defend themselves more thoroughly against attacks, we
propose an affine-invariant adversarial attack, which can
consistently produce more robust adversarial examples over
affine transformations. For efficiency, we propose to dis-
entangle current affine-transformation strategies from the
Euclidean geometry coordinate plane with its geometric
translations, rotations and dilations; we reformulate the lat-
ter two in polar coordinates. Afterwards, we construct an
affine-invariant gradient estimator by convolving the gradi-
ent at the original image with derived kernels, which can be
integrated with any gradient-based attack methods. Exten-
sive experiments on ImageNet, including some experiments
under physical condition, demonstrate that our method can
significantly improve the affine invariance of adversarial ex-
amples and, as a byproduct, improve the transferability of
adversarial examples, compared with alternative state-of-
the-art methods. !

1. Introduction

Deep neural networks have been widely used in image
recognition [18, 33], medical image analysis [32, 25], au-
tonomous driving [1, 17], etc. However, recent research
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Figure 1. The adversarial examples generated by the diversity in-
put method (DIM) [40] and the proposed affine-invariant DIM (Al-
DIM) for the Inception-v3 [35] model. The images in the red box
are misclassified and those in the green box are correctly classi-
fied. The notation ¢ means rotation angle, ¢ means translation
offsets and s means scaling factor. The proposed method shows
better affine invariance under different transformations in terms of
rotation, translation and scaling.

shows that deep neural networks remain highly vulnerable
to adversarial examples [36, 4, 16], since the accuracy of
image recognition may degenerate significantly with the ad-
dition of small perturbations. No wonder then that more and
more attention is being paid to the existence of adversarial
examples that may cause safety problems.

Various adversarial attack methods have been proposed
to generate robust and imperceptible adversarial examples,
including the Fast Gradient Sign Method (FGSM) [16], Pro-
jected Gradient Descent (PGD) [26], and Carlini & Wag-
ner’s method (C&W) [6], etc. However, most of these al-
gorithms have not considered the affine transformation to
the input images, which may influence the robustness of at-
tacks [3]. As shown in Fig. 1, the resultant adversarial im-
ages generally fail to evade the classifier under affine trans-
formation, which limits the classifier’s relevance to more



practical risks. Therefore, it is imperative to generate adver-
sarial examples that can maintain the malicious functional-
ity required to fool the classifier under affine transforma-
tion, serving as a good measurement for the robustness of
adversarial attacks.

Previous works, such as Expectation Over Transfor-
mation (EOT) [3] and Robust Physical Perturbations
(RP3) [14], sample from the preset transformation distri-
bution for estimation to make adversarial examples more
robust. However, most of these works did not formally
build a generic affine model, which may degrade the per-
formance of attack methods. Besides, the sampling process
adds high computational complexity, yielding low genera-
tion efficiency of adversarial examples.

1.1. Our Proposal

To address the aforementioned issues, we propose a
novel method with an affine-invariant gradient estimator to
generate more robust adversarial examples against a general
affine transformation. Specifically, we formulate the attack
problem as an optimization to maximize the expectation of
adversarial loss over the affine transformation. We generate
the adversarial perturbations through an ensemble of images
composed of a legitimate one and its affine-transformed ver-
sions. Afterwards, we decompose the affine transformation
into translation, rotation, and scaling, and derive their trans-
formation invariance.

To improve the calculation efficiency of the gradient es-
timator, we derive a kernel-based estimator to approximate
the affine-invariant gradient by convolving the original gra-
dient with the specific kernels. As to the translation trans-
formation, we implement the convolution operation referred
to as the Translation-Invariant Method (TI) [10]. For ro-
tation and scaling with higher complexity, we transfer the
expectation of different rotation and scaling transforma-
tions into convolution in polar space. Theoretical analysis
shows that the rotation and scaling invariance can be ap-
proximately equivalent to the translation invariance in polar
space. By combining our method with any of the gradient-
based attack methods (e.g., FGSM [16], PGD [26], etc.),
we can obtain adversarial examples that are more robust
and transferable to affine transformation, and with relatively
lower computational cost.

Additionally, as an enhancement of TI [10], the pro-
posed attack further improves the input diversity, which
means better transferability for defense models according
to [40, 10]. Therefore, when set as the initialization for
query-based black-box attacks, the proposed method can
further improve the attack success rate and reduce the re-
quired queries.

Experiments on the ImageNet dataset [30] validate the
effectiveness of the proposed method. Our best method im-
proves the attack success rate by 35.5% and saves about

99% on the computation cost, compared to EOT [3]. To
verify that our method performs better when facing com-
plex transformations in the physical world, we design phys-
ical experiments on the ImageNet classification task, and
exhibit the effectiveness of our method under physical con-
ditions. As a byproduct, we improve the transferability of
the generated adversarial examples, with a 7.5% higher suc-
cess rate than the state-of-the-art transfer-based black-box
attack against six defense models. Specifically, when set as
the initialization for black-box attacks, our method can im-
prove the attack success rate and greatly reduce the required
queries by up to 95%.
In summary, we make several technical contributions:

* We introduce an affine-invariant attack framework to
generate adversarial examples with better robustness
for affine transformations, and propose a kernel-based
gradient estimator to greatly improve the efficiency of
our algorithm;

e The affine-invariant adversarial examples show great
transferability for defense models and can serve as a
good initialization for the black-box attacks, which im-
proves the attack success rate and greatly reduces the
queries;

* We design physical experiments on the Imagenet clas-
sification task, in which we print all test images and in-
troduce transformations in the physical world, and we
first statistically verified that our attacks exhibit better
robustness to the complex transformations in the phys-
ical world.

The remainder of this paper is organized as follows. In
Section 2, we review the background of adversarial attacks
and defenses. In Section 3, we explain how the proposed
affine-invariant gradient estimator works to enhance the ba-
sic attacks. In Section 4, we give a detailed analysis of gra-
dient approximation error. Furthermore, we conduct exten-
sive experiments and have a short discussion about the re-
lationship between affine-invariance and transferability of
adversarial examples in Section 5. Finally, we summarize
the entire paper in Section 6.

2. Background

In this section, we give a detailed description of the
background of adversarial attacks and defenses. Let x"¢%
denote the original image; y denote the ground-truth la-
bel of the corresponding x"°%; and % denote an ad-
versarial example for x"°%. A classifier can be denoted as
f(x) : X = Y, where x € X C R is the input image,
and Y = {1,2,---, L} is the class label with L being the
total number of classes. Our goal is to generate an adversar-
ial example 2%, which is not visually different from the



original image 2" but can fool the classifier. Therefore,
we often require the L,-norm of perturbation to be smaller
than a threshold e. It is expressed as ||£24? — z"ee!||, < e,
where ¢ is the budget of adversarial perturbation. With .J de-
noted as the loss function, e.g. cross entropy loss, the goal
for untargeted attacks’ is to maximize the loss J (%%, y),
which is expressed as

arg max J(, y), s.t. ||z — x|, <e (1)
wadv

Next, we introduce some typical adversarial attacks and
defenses.

2.1. White-box Attack

A white-box attack can fully access the target models.
One of the most important white-box attacks is gradient-
based. FGSM [16] is a common gradient-based attack algo-
rithm, which proves that the linear features of deep neural
networks in high-dimensional space are sufficient to gen-
erate adversarial examples. It performs a one-step update
as

2 = g sign(Vad (@70 y), @)

where V. J(x,y) is the gradient of the loss function with
respect to x, € is the threshold of the adversarial perturba-
tion, and sign(-) is the sign function. PGD [20] extends
FGSM to an iterative version. It iteratively applies gradient
updates with a small step size for multiple times, and clips
the adversarial examples at the end of each step as

iL’taﬁq{ =15, (e (:E?d” + a - sign (vxj(wgdvv y))) » 3

where II is the projection operation; B, (z, €) is the L, ball
centered at  with radius ¢; and « is the step size.

The optimization-based attacks aim to generate adver-
sarial examples with minimum perturbation. Deepfool [27]
is an iterative attack method based on the idea of hyper-
plane classification. In each iteration, the algorithm adds a
small perturbation to the image, gradually making the im-
age cross the classification boundary, until the image is mis-
classified. The final perturbation is the accumulation of per-
turbations for each iteration. Carlini & Wagner’s method
(C&W) [6] is a powerful optimization-based method. It
takes a Lagrangian form and adopts Adam [22] for opti-
mization, which is written as

arg min Hwadv _ mreaal —c- J(wadv

gpadv
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C&W is a very effective white-box attack method, but it
lacks transferability to black-box models.

2In this paper, we focus on the untargeted attacks. The attack methods
can be easily extended to the targeted attacks.

2.2. Black-box Attack

Black-box attacks cannot access the parameters and gra-
dients of the target model, and can generally be divided into
transfer-based, scored-based and decision-based attacks.

Transfer-based attacks generate adversarial examples
with a source model, then transfer it to the target model with
the adversarial transferability [28] of the adversarial exam-
ples. MIM [9] improve the transferability by integrating a
momentum term into the generation of adversarial exam-
ples. DIM [40] proposes to improve the transferability of
adversarial examples by increasing the diversity of input. It
applies random resizing and padding with a given probabil-
ity to the inputs at each attack iteration, and feeds the out-
puts to the network for the gradient calculation. To further
improve the transferability on some defense models, Dong
et al. [10] proposed Translation-Invariant Attacks (TT). This
method reduces the computational complexity by convolv-
ing untranslated gradient maps with a pre-defined kernel.

Score-based attacks can only access the output scores of
the target model for each input. The attacks under this set-
ting estimate the gradient of the target model with gradient-
free methods through a set of queries. NES [20] and
SPSA [38] use sampling methods to completely approxi-
mate the true gradient. Prior-guided Random Gradient-free
(P-RGF) [7] improves the accuracy of estimating the gra-
dient with a transfer-based prior. N/ATTACK][23] learns a
probability density distribution centered around the input,
and samples from the distribution to generate adversarial
examples.

Decision-based attacks are more challenging since the
attacker can only acquire the discrete hard-label predic-
tions of the target model. Decision-based attacks such as
Boundry [5] attack and Evolutionary [ 1] attack also play
an important role in black-box attacks.

2.3. Defense Methods

A large variety of adversarial defense methods have been
proposed to resist the increasing threat of adversarial at-
tacks. One of the important ways is to transform the in-
put before feeding it to the network, to reduce the in-
fluence of the adversarial perturbation; such methods in-
clude JPEG Compression [12], Bit-depth Reduction [41],
and denoising methods with auto-encoder or other gener-
ative models [24, 31]. Randomization-based defenses in-
troduce randomness to the networks to mitigate the effect
of adversarial perturbation. Previous works mostly added
randomness to the input [39] or the model [13]. Adver-
sarial training [26, 37, 21, 42] is another popular defense
method, which expands adversarial examples into training
data to make the networks more robust against the adver-
sarial perturbation. Certified defenses [29, 43] provide a
certificate that guarantees the robustness of defense models
under some threat models, and play an increasingly impor-



tant role in defense methods.

3. Methodology

In this section, we give a detailed description of our pro-
posed affine-invariant gradient estimator. In Sec. 3.1, we
formulate our method as maximizing the expectation of ad-
versarial loss for affine transformation, which is decom-
posed into translation and scaling-rotation transformations.
In Sec. 3.2, we show how to estimate the gradient of the loss
function in the convolution form. In Sec. 3.3, we formulate
the solution of kernel matrices in our estimator. In Sec. 3.4,
we show the attack algorithms of our method.

3.1. Problem Formulation

In order to generate more robust adversarial examples,
we propose an affine-invariant attack method, which opti-
mizes the 2% to maximize the expectation of adversarial
loss in the preset affine transformation space domain as

arg max Bqp [J(Fo (%), )], s.t. ||zo?

padv

_wrealHoo <
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where a is the random variable to affine transformation; A
is the probability distribution of a; and F,(-) is the transfor-
mation function of a, which returns the transformed image.

Considering subtle camera movement in a long distance,
we can approximately decompose an affine transformation
as translation, rotation, and uniform scaling transforma-
tions, while ignoring shear and flip in our method. There-
fore, for any 2-D affine transformation matrix M ,, we
have:

1 0 m| |s-cos@ —s-sinf 0O
M,=10 1 n| |s-sinf s-cosf O
00 1 0 0 1| ©
:Mt.Mq,

where 6 is the rotation angle; s is the scaling factor; m is the
translation length in the x-axis, n is the translation length in
the y-axis; ¢ and ¢ are the random variables of the decom-
posed translation and scaling-rotation transformations; and
M and M ; are the transformation matrices of ¢ and q. Ac-
cording to Eq. (6), the affine transformation function F, ()
should be a composition of both the translation function and
the scaling-rotation function, which means:
Fal@) = Fi(Fy(@)) = Frq(2), (7
where F; is the translation function of ¢; J is the scaling-
rotation function of ¢; and F; 4 is the composition func-

tion of F; and F,. The decomposition process is shown in
Fig. 2.
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Figure 2. In order to obtain an affine invariance property, we need
to calculate the expectation of the gradient map obtained under
different affine transformations. An affine transformation can be
decomposed as translation and scaling-rotation transformations. A
translation calculation can be accelerated by a convolution opera-
tion referring to [10]. A scaling-rotation calculation is equivalent
to convolution in corresponding polar space.

In this way, the affine transformation in the optimization
problem is decomposed into two simple transformations as:

arg max E[J(F; . (), y)], s.t. |&*? — x|, <e.

padv
3
In order to obtain the optimal solution, we need to calculate
the expectation of the gradient in Eq. (8).

3.2. Gradient Calculation

In this section, we provide a detailed calculation of the
objective gradient, which is the core of gradient-based at-
tacks. The gradient of weighted loss to the input image x is
expressed as:

Gz = VE[J(Fiq(x),v)]

=T

— BV, ) (Figl@). ) 20

),

e=F; q(&)

€))

=T

=E[F,, (VaJ(z,y)

where F; ,() is replaced with  in the final step.

In order to analyze the gradient in terms of the original
images, we introduce two assumptions. The first one is that
J(x,y) satisfies the gradient Lipschitz condition, which
means smoothness of the gradient function V,J(x, y). The
second one is that the weighted sum of the distance be-
tween the transformed images and the original one is upper-
bounded. With these two assumptions, we can approximate
the gradient of the transformed image, by basing that ap-
proximation on the gradient of the original. We provide
a detailed analysis of the gradient approximation error in
Sec. 4. Accordingly, G is simplified as:

G ~E[F, (Val(@,y)| )2 GCs,  (10)



where the approximated expectation is denoted as Gs.

For convenience in the following steps, we assume that
q and t are two independent random variables, which can
be represented with detailed parameters (s,6) and (m,n)
separately. Then, the gradient is expressed as:
Ga = EF, N(F (Ve (@,y)] )]

= E(s,00~01Fs g Bmmynt(Fmn(G2))] D
£ Q.7 (Ga)).

where ¢ is split into (s, #), and ¢ is split into (m, n). In the
final equation, we denote Vg J(x,y)|z=s as Gz, and the
two expectations functions as Q and 7.

In actual implementation, sampling a series of trans-
formed images for gradient calculation is a feasible but in-
efficient method [3]. In our method, we discretize the four
random variables (s,0,m,n) = {(s;,0;,m;,n;) | ¢ € Z}
to simplify the calculation of Eq. (11). The overall frame-
work of affine transformation decomposition and equiva-
lence of the decomposed transformations is shown in Fig. 2.
In the following part, we provide the equivalent convolution
forms.

3.2.1 Equivalence of Translation

Since images are discrete 2D grids, to simplify the calcula-
tion we discretize the translation into pixel-wise shifts. Fur-
thermore, we can set the value of m and n to be the moving
step size in basic directions. Referring to [10], the transla-
tion part can be equivalent to convolving the gradient with
a kernel composed of all weights as:

T(x) = Zp(m, n)F—m.—n(T) & Ag x , (12)

m,n

where m and n also represent the shifting step size in two
basic directions; p(m, n) is the probability function of the
translation transformation; and A; is the equivalent trans-
lation kernel matrix. Taking a finite number of transla-
tion transformations, i.e., m € {—ky,---,0,--- ,k1} and
n € {—ka,--+,0,---  ko}, the size of A;is (2k; + 1) X
(2ky + 1), with Ay, . = p(—=m, —n).

3.2.2 Equivalence of Rotation and Scaling

For rotation and scaling, normal convolution operation does
not work to simplify the calculations. However, scaling
can be linearized and approximated as radial shifts in po-
lar space, when it comes to subtle transformation. We
can project the original gradient image into polar space, as
shown in Fig. 2. Then, rotation and scaling can be approxi-
mated as translation in the polar space. We replace the scal-
ing factor s with a radial shift distance r, such that Q(z) is

expressed as:

Q@) ~ P~ 'Y Plp(ri,0)F, y, (x))
o (13)
&P Y (unv) FoL, (P(a),

0]

where P(-) and P~1(-) are the polar transformation and
inverse polar transformation, while » and v are the corre-
sponding random variables in polar space. Similarly, by dis-
cretizing the translation in polar space into pixel-wise shifts,
we can get:

Qx) & P! (A; * P(az)) , (14)

where A is the translation kernel matrix of size (2{1 +1) x
(212 4 1) in polar space.

Finally, the total gradient calculation is equivalent to
some simple operations such that:

Gz ~ CATV;;B = 'Pil(A; * P(At * gfc))y (15)

where G; is first convolved with a translation kernel A;,
then convolved with another translation kernel A; in polar
space.

3.3. Kernel Matrix

For the translation part, we set the translation step size
in a limited range, with m € {—ky,---,0,--- ,k;} and
n € {—kg,---,0,--- ,ka}. To ensure the attack perfor-
mance on the untransformed images, we follow the ba-
sic principle that the more the input image changes, the
lower the weight that should be assigned. Therefore, we
empirically set matrix A; to follow Gaussian distribution,
ie. Ay, = (2moy, 04,) texp{—(m? +n?)(204,04,) '},
where 0;, = ki/v/3 and 0y, = k2/+/3. To ensure that
the convolved gradients are at the same level as the original
ones, we need to set A; as a normalized matrix:

Ar = Ay/|| A (16)

As for the rotation and scaling parts, we can define
the kernel matrix directly in polar space just as with the

translation part. Following the same principle, we set
A -1 2 2 -1

{Xqi‘j = (2moy0y) exp{f.(z + j%)(2040,) "'}, where
16{—l1,"‘,0,"',l1},jG{—lz,"',o,"',lz}and

0w =11/V3, 0, = l2/\/3. Then the kernel is defined as:
~7 ~
Ay =A /A (17)
The normalized convolution kernels A; in Eq. (16) and A,

in Eq. (17) are used to enhance the affine invariance of the
gradient map.



Algorithm 1 AI-PGD
Input: A classifier f with J as its loss function; a natural
image « and its true label y.
Input: The size of perturbation ¢; total iterations 7; step
size «; two predefined convolutional kernel A; and A;.
Output: The corresponding affine-invariant adversarial ex-
ample 47,
1: Generate random initial noise x
2 wgdv —x+ winit
3: fort =0to7 — 1do
4. Feed 2% to f and calculate the corresponding gra-
dient

init

gw?dv — VzJ(x,y)

5:  Enhance the gradient with the affine-invariant gradi-
ent estimator as:
ngdv — P_l(A; * P(At * gwgdv))
6:  Update mtaﬂ by applying the sign of estimated gra-
dient and projection operation as:

—padv
LT=Ty

5'3?-‘41-1{ — 1, (z,6) (m?d“ + - Sign(Gm?dv))
7: end for
8 return z% ¢ padv

3.4. Attack Algorithms

In Sec. 3.2 and Sec. 3.3, we show how to calculate the
gradient and corresponding kernel matrix. Here, we intro-
duce the updating strategy of our attack method for gener-
ating adversarial examples. Essentially, our method is also
related to the gradient, so it can be easily integrated into
other gradient-based attack methods introduced in Sec. 2,
such as FGSM [16], PGD [26], etc. For gradient-based at-
tack methods such as PGD, we need to calculate the gradi-
ent V.. J(xf y) of the current solution ¢ in each step.
In our method, however, we just need to replace the normal
gradient with the result of G obtained by our proposed
affine-invariant gradient estimator in Sec. 3.2.

For example, when combined with one-step methods
such as FGSM [16] (AI-FGSM), the updating strategy is
written as:

29 — greal 4 o sign(Ggreat). (13)

When combined with the iterative methods such as
PGD [26] (AI-PGD), the updating strategy is written as:

x| = g5, (x,e) (sc?d” +a- Sign(Gmgdv)> . (19

The detailed algorithm of AI-PGD is summarized in Al-
gorithm 1. Our method can be similarly integrated into
other gradient-based attack methods such as MIM [9] and
DIM [40] as AI-MIM and AI-DIM.

4. Analysis of Gradient Approximation Error
In Sec. 3.2, we introduce a gradient approximation to
simplify the gradient calculation in Eq. (10) as:

E[Fiq (Vo (2,y) | R EF L, (Ved(z,y)| )]

x=F; (&) =2

(20)
In this section, we give a detailed analysis of the gradient
approximation error to show the rationality of using gradi-

ent approximation in our method.
We let g, = E[F;,(Vad(2,y)

E[]:tqu(vmj(xv Y) N

more, we introduce the two main assumptions used in our
analysis.

DNNs introduce ReLU activation function into the struc-
ture, so the loss function J(x,y) of the neural networks
does not satisfy the Lipschitz condition. However, recent
studies [2, 15] have shown that the optimization landscape
is almost-convex and semi-smooth with over-parameterized
neural networks, showing the semi-smoothness of the loss
function. Therefore, we can strengthen this conclusion into
the first assumption.

)] and g, =

Tr=x

))] for convenience. Further-

=/t,q(@

Assumption 1. The loss function J(x,y) satisfies the gra-
dient Lipschitz condition , which means smoothness of the
gradient function V,J(x,y). A subtle affine transforma-
tion will not affect its smoothness, which is expressed as:

| Fid (Vo (2,1)) = Fid (Vod (1,3))], @D

<oz =z,
where c1 is a positive constant.

For natural images, the values of two adjacent pixels
are usually continuous and gradual. Therefore, when the
affine transformation we perform on the image is smaller,
the Euclidean distance between the transformed image and
the original image is also smaller. Now we can lay out our
second assumption.

Assumption 2. The expectation of the distance between
the affine transformed image and the original one is upper-
bounded as:

B[ Fiq(@) — 2|,] < c2, (22)
where co is a positive constant.

With the two assumptions, we can get Corollary 1
that the Euclidean distance between g, and g, is upper-
bounded. The detailed proof is shown in Appendix A.

Corollary 1. The Euclidean distance between g, and g, is
upper-bounded as:

g2 — g1l < e1 - ca. (23)



Now we get an upper bound of the approximation error.
Since the gradients used for adversarial example generation
in Sec. 3 would be normalized, we also care about the direc-
tions between g, and g, except distance. Then we analyze
the cosine similarity between them with another assump-
tion.

Assumption 3. The norms of g, and g, are larger than a
positive constant cs as

g1lly > c35 llgally > cs. (24)

Assumption 3 can be satisfied when the model does not
cause gradient vanishing, otherwise the adversarial exam-
ples cannot be generated since the gradients are zero. We
then can analyze the difference of directions between g, and
g, by their cosine similarity. We finally give the following
corollary. The detailed proof is shown in Appendix A.

Corollary 2. The cosine similarity of g, and g, is lower-
bounded as:

(cre2)?
23 7

cossim(gy,95) = 1 — (25)

where cossim(-,-) is the cosine similarity function.

In our method, we use Gaussian kernels, which can cause
a relatively small co. With Corollary 1 and Corollary 2, we
can approximate the gradient calculation as Eq. (20) with a
small approximation error.

5. Experiments

In this section, we introduce our experiments and prove
the effectiveness of our method. In Sec. 5.1, we introduce
the experimental settings. We then test the affine invari-
ance and efficiency of our methods compared to some ba-
sic attacks and EOT[3] in Sec. 5.2. In Sec. 5.3, we further
verify the robustness of our method to more complex trans-
formations in the physical world. In Sec. 5.4, we verify the
robustness of our methods to defense models under black-
box settings. Next, we provide an ablation study for our
methods in Sec. 5.5. Finally, we include a short discussion
about the affine-invariance and transferability of adversarial
examples in Sec. 5.6.

5.1. Experimental Settings

We first design experiments to show the improvement
of our proposed attacks on affine invariance in the digital
world, and then further introduce physical conditions to ver-
ify the robustness of our method to affine transformations.
Finally, we demonstrate that our approach can also improve
the transferability of adversarial attacks to defense models.
Below are some details of the experimental setup.

Dataset and Models. We use an ImageNet-compatible
dataset’ comprised of the 1,000 images that were used in
the NeurIPS 2017 adversarial competition. For models, we
choose four naturally trained models and six defense mod-
els according to the RealSafe platform [8]. These mod-
els are naturally trained Inception v3 (Inc-v3) [35]; Incep-
tion v4 (Inc-v4) [34]; Inception ResNet v2 (IncRes-v2) [34]
and ResNet v2-152 (Res-v2-152) [19]; Ensemble Adver-
sarial Training (Ens-AT) [37]; Adversarial Logit Pairing
(ALP) [21]; JPEG Compression [12]; Bit-depth Reduction
(Bit-Red) [41]; Random Resizing and Padding (R&P) [39];
and RandMix [43]. Furthermore, we use Inc-v3 as the back-
bone model for defenses based on input transformations
such as JPEG and Bit-Red.

Evaluation Metrics. We use the attack success rate as
the evaluation metrics referring to RealSafe [8]. The attack
success rate of an untargeted attack on the classifier f is
defined as:

N
S 1) = A F(Aep() # ),

i=1 (26)
where {x},y;} | is the test set; ; = F,(x;); 1(-) is the
indicator function; A, ;, means the attack method that gen-
erates the adversarial examples with perturbation budget ¢
under the L, norm; and M = Zf\il 1(f(x}) = yi).

Hyper-parameters. We set the maximum perturbation
to be ¢ = 16 with pixel value € [0,255]. For all itera-
tive methods, we set the number of iteration steps to be
10. For methods with momentum, we use the decay fac-
tor ;x = 1.0. For methods related to DIM [40], we set the
transformation probability as 0.7. For EOT [3], the num-
ber of samples and optimization steps are both set to be
50. In order to avoid influencing the performance of the
attacks on untransformed images, we only consider affine
transformations within a narrow range, with the settings
6 € [-30°,30°], s € [0.5,1.5], m,n € [—20,20]. Also,
we set the kernel size of Ay, A to (15 x 15) and (15 x 15).

}XSI{(fiapaf)::

5.2. Robustness to Affine Transformation

In this section, we show the experimental results of the
proposed affine-invariant method over different affine trans-
formations. We selected FGSM, PGD, MIM and DIM as
the basic attacks, and their extensions combined with our
method are named with an ”Al-” prefix. EOT is also con-
sidered as a baseline of transform-based attacks. We choose
Inc-v3 as the white-box model, and test the performance on
Inc-v3 (white-box model), Inc-v4 (black-box model) and
Ens-AT (defense model), respectively. We separately study

3https://github.com/cleverhans-1lab/cleverhans/
tree/master/cleverhans_v3.1.0/examples/nipsl7_
adversarial_competition/dataset
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Table 1. The ASRs (%) of adversarial attacks under different rotations. The adversarial examples are crafted for Inc-v3 using FGSM,
PGD, MIM, DIM and their extensions AI-FGSM, AI-PGD, AI-MIM, AI-DIM. We set the scaling factor and translation offset to be
s = 0,m = 0,n = 0. We test the performance on three models—Inc-v3, Inc-v4 and Ens-AT.

Method 6 = —30° 6 = —15° 6 =0° 6 =15° 6 = 30°
Inc-v3 [Inc-v4 | Ens-AT | Inc-v3 [Tnc-v4 [Ens-AT | Inc-v3 [ Inc-v4 [ Ens-AT | Inc-v3 [ Inc-v4 [ Ens-AT | Inc-v3 [ Inc-v4 [ Ens-AT

FGSM 72.6 | 65.8 38.6 71.3 | 57.3 34.7 799 | 35.6 12.1 70.0 | 57.2 34.9 71.3 | 65.7 42.0
AI-FGSM | 83.0 | 81.0 73.1 78.0 | 73.4 59.7 63.2 | 44.0 23.6 775 | 729 58.9 799 | 80.7 63.9
PGD 60.0 | 37.1 20.4 75.2 | 30.8 14.2 100 24.8 6.3 73.1 | 31.5 15.0 56.8 | 36.8 17.6
AI-PGD | 85.2 | 76.3 58.1 90.3 | 66.3 49.0 100 | 40.9 18.9 88.7 | 66.8 49.9 84.6 | 74.3 54.6
MIM 84.2 | 69.8 48.2 924 | 63.7 36.7 100 50.5 16.3 91.1 65.4 38.0 83.1 69.4 43.1
AI-MIM | 924 | 85.8 70.5 96.0 | 82.4 64.3 100 | 59.0 333 95.7 | 80.8 65.0 90.6 | 86.6 70.8
DIM 94.9 82.8 50.3 97.3 | 79.6 46.0 100 75.4 21.8 97.7 | 78.8 46.8 94.6 | 83.1 47.5
AI-DIM | 949 | 88.8 76.9 97.5 | 86.0 71.8 99.9 | 72.6 39.2 98.0 | 86.7 70.2 95.3 | 90.6 74.6
EOT 82.1 | 52.0 10.6 82.2 | 50.7 9.1 82.3 | 50.3 10.2 825 | 514 10.3 824 | 51.6 9.6

Table 2. The ASRs (%) of adversarial attacks under different scalings. The adversarial examples are crafted for Inc-v3 using FGSM, PGD,
MIM, DIM, AI-FGSM, AI-PGD, AI-MIM, and AI-DIM, respectively. We set the rotation angle and translation offset to be § = 30°,m =

20, n = 20. We test the performance on Inc-v3, Inc-v4 and Ens-AT.

Method s=20.5 s =0.7 s=1.0 s=1.3 s=1.5
Inc-v3 [Inc-v4 | Ens-AT | Inc-v3 [Inc-v4 [Ens-AT | Inc-v3 [ Inc-v4 [ Ens-AT | Inc-v3 [ Inc-v4 [ Ens-AT | Inc-v3 [ Inc-v4 [ Ens-AT

FGSM 72.0 | 664 55.2 754 | 709 43.1 71.7 | 66.3 45.8 59.8 | 51.6 37.9 56.3 | 51.7 41.5
AI-FGSM | 87.3 | 87.7 64.2 87.0 | 87.6 63.6 81.0 | 80.6 65.9 69.2 | 68.9 56.1 64.6 | 59.3 52.7
PGD 38.7 | 28.1 26.9 44.0 | 343 22.4 584 | 36.7 26.4 50.6 | 31.1 20.7 41.7 | 26.5 23.1
AI-PGD | 82.0 | 834 62.7 85.8 | 82.9 58.8 85.1 | 73.6 57.1 73.6 | 59.6 48.1 61.5 | 51.6 44.2
MIM 66.0 | 60.0 44.8 75.6 | 72.0 40.3 83.5 | 694 46.8 743 | 59.8 42.6 679 | 569 44.6
AI-MIM | 86.7 | 90.2 67.2 91.7 | 91.2 68.7 90.7 | 86.3 72.1 834 | 75.5 64.7 75.7 | 68.4 61.1
DIM 70.7 64.7 44.8 83.2 | 78.1 44.1 947 | 829 51.2 92.1 | 76.6 54.4 85.5 | 70.3 57.7
AI-DIM | 90.0 | 91.1 67.2 93.0 | 93.1 70.9 95.6 | 90.7 75.2 90.6 | 82.6 71.3 855 | 77.9 69.1
EOT 52.6 | 36.2 16.8 74.6 | 47.0 14.4 824 | 51.6 9.6 83.6 | 62.1 24.9 819 | 614 30.9

Table 3. The ASRs (%) of adversarial attacks under different trans-
lations. The adversarial examples are crafted for Inc-v3 using the
following nine attacks. We set 8 = 25° and s = 0.7, and test the
performance on Inc-v3, Inc-v4 and Ens-AT.

Method m=>5n=>5 m = 20,n = 20
Inc-v3 [ Inc-v4 [ Ens-AT | Inc-v3 [ Inc-v4 [ Ens-AT

FGSM 76.1 71.1 45.1 76.7 70.9 45.0
AI-FGSM | 87.0 87.8 66.0 88.1 87.4 69.6
PGD 43.8 32.8 17.1 46.6 33.7 214
AI-PGD | 85.5 | 84.7 61.0 83.2 | 84.6 65.8
MIM 76.6 72.0 38.7 79.3 71.8 41.9
AI-MIM | 91.6 90.7 73.3 91.7 | 90.5 70.9
DIM 85.2 78.1 432 85.5 76.8 44.4
AI-DIM | 94.1 92.4 73.7 93.5 92.2 74.4
EOT 74.3 50.9 14.6 73.4 51.2 16.9

Table 4. The average ASRs (%) of AI-DIM and EOT and the cost
of time(s) to generate 1,000 adversarial examples. The adversarial
examples are crafted for Inc-v3 using the following two attacks.

Avg ASRs(%) .
Method Inc-v3 | Inc-v4 [ Ens-AT Avg Time(s)
EOT 77.9 514 14.8 56580

AI-DIM 94.0 87.1 69.5 566

the ASRs in three kinds of transformations: rotation, scal-
ing and translation.

5.2.1 Rotation

As to rotation, we set s = 1, m = 0,n = 0 and the rotation
angle to be 6 € [—30°,30°] at a step of 15° to see the per-

formance of different methods under different angles. We
report the test results in Tab. 1. In total, the ASRs increase
significantly with the proposed method added to the basic
models. Results on black-box models and defense models
also demonstrate that our method is more transferable and
resistant to defenses. In particular, our method brings the
greatest improvement to PGD, which increases the ASR by
27% on average. Furthermore, our best attack AI-DIM out-
performs the EOT by a large margin, especially for black-
box and defense models. For example, it improves the ASR
by 57% for the defense model compared to EOT. The re-
sults confirm the effectiveness of the specifically designed
rotation-invariant kernel.

5.2.2 Scaling

As to scaling, we perform a stress test to verify the stability
of our method. We set the rotation angle and translation off-
sets in an extreme condition as 8 = 30°, m = 20, n = 20,
and set the scaling factor as s € [0.5,0.7,1.0,1.3,1.5] to
show the performance under different scales. From the re-
sults in Tab. 2, we observe that our method still maintains
better affine invariance under an extreme affine transforma-
tion, showing huge performance gains compared with the
basic attacks and EOT. Taking s = 0.5 in white-box attacks
as an example, our method improves the ASRs by 15.3%,
43.3%, 20.7% and 19.3% for FGSM, PGD, MIM and DIM,
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Figure 3. The ASRs (%) of adversarial attacks against Inc-v3 under different rotations and scalings. The adversarial examples are generated
for Inc-v3 using DIM and AI-DIM. Fig. (a) shows the results in the form of a 3-D figure. Fig. (b) shows four randomly selected profiles of

Fig. (a), which are s = 0.6, s = 0.8, = —30° and § = —15°.

Original Image Untransformed Rotation Scaling

Jeep: 19.6% Cab: 27.4% Cab: 31.3%

Vault: 99.9%

Waggon: 99.9% ‘Waggon: 49.3% ‘Waggon: 94.4%

‘Waggon: 49.4%

Untransformed Rotation

Tas

Maypole: 42.6%

Umbrella: 84.9%  Umbrella: 43.0%

Figure 4. The adversarial examples are generated for Inc-v3 by DIM and AI-DIM with different transformations, including identity trans-
form, rotation with 6 = 30°, scaling with s = 1.5, and mix transformation. The mix transformation consists of § = 30°, s = 1.5 and
translation offsets ¢ = (20, 20). In the pictures, red represents a successful attack, and green represents a failed attack.

respectively, and the best attack AI-DIM brings a 47.4%
performance gain compared to EOT. This demonstrates that
our method improves the robustness to large-scale affine
transformations. The results also prove that the kernel we
designed in the polar space is effective for achieving scaling
invariance.

5.2.3 Translation

As to translation, we randomly set the rotation angle and
scaling factor as § = 25°, s = 0.7. Due to the symme-
try of translation, the translation offsets are set to positive
numbers as (m,n) € [(5,5),(20,20)]. From the results in
Tab. 3, we find that different translation offsets have little

effect on the attack performance. Nevertheless, our method
still performs better than the basic attacks and EOT, demon-
strating that the translation kernel we construct referring
to [10] also yields a good estimation of the gradient.

In summary, our best attack, AI-DIM, achieves an av-
erage ASR of 94.0% against the white-box model, 87.1%
against the black-box model and 69.5% against the defense
model over the tested affine transformation domain. In or-
der to further show the margin improved by our method,
taking AI-DIM as the examples, we visualize the white-box
attack-success-rate function with rotation angle and scaling
factor as independent variables in Fig. 3. More results can
be found in Appendix B. We set the translation offsets both
as 0, since they have little effect on the performance. Fig. 3
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Figure 5. The re-captured adversarial examples by camera for set-
ting 3. These images are generated by EOT, DIM, TI-DIM and
AI-DIM, respectively.

Table 5. The recognition Acc. (%) of Inc-v3 under different ad-
versarial attacks. The adversarial examples are crafted for Inc-v3,
and recaptured by camera after printing.

Method [ setting 1 [ setting 2 [ setting 3
EOT 24.3 21.6 18.0
DIM 11.8 12.7 15.3

TI-DIM | 10.7 8.5 7.6

AI-DIM | 10.5 5.5 5.6

show that our method keeps a relatively high attack suc-
cess rate even under extreme affine transformations, show-
ing better affine invariance than the basic attacks. In addi-
tion, we compare the efficiency of our method with EOT
in Tab. 4. The experiment is conducted on a GTX 1080TI
GPU. From the results, we conclude that our best method
improves the attack success rate by 35.5% and saves about
99% on computation cost, compared to EOT.

We also visualize adversarial images generated for the
Inc-v3 model by DIM, and AI-DIM with different transfor-
mations in Fig. 4, respectively. More adversarial images
generated by FGSM, PGD, MIM and their corresponding
combinations with our method are shown in Appendix C.
Due to transformation to polar space, we can see that the ad-
versarial perturbations generated by our affine-invariant at-
tacks exhibit circular patterns. Furthermore, the adversarial
perturbations generated by our affine-invariant attacks are
smoother than those generated by DIM, due to the smooth
effect of kernel convolution. We further show the predicted
labels and probabilities for the images with different affine
transformations, and the results show that the adversarial
examples generated by our method are more robust to affine
transformations.

5.3. Robustness under Physical Condition

To further exhibit the performance of our method under
physical experiment condition, we print all the 1,000 ad-
versarial images and obtain the affine-transformed test data
by adjusting the camera position parameters etc. With the

disturbance of physical conditions such as lighting, the clas-
sifier’s recognition accuracy for recaptured images will de-
crease a lot. Therefore, in this part, we will narrow down
the transformation ranges such as limiting rotations within
15 degrees. We show the classifier’s recognition accuracy
with different attack methods and three transformation set-
tings in Tab. 5, which are denoted as setting 1: § = 0°,s =
1.0,m =0,n = 0, setting 2: § =5°,s =0.9,m =0,n =
0 and setting 3: § = 15°,s = 0.8, m = 0,n = 0. Here
we use the recognition accuracy as the performance indica-
tor since M in ASR will be further affected under physical
condition, and recognition accuracy is more objective. Due
to the inevitable deviations in the shooting process, there
will be some random offsets in each transformations, such
as translation offset from O to 20 pixels. In Fig. 5, we visu-
alize some re-captured adversarial examples by camera for
setting 3. The attack hyper-parameters are the same as the
previous ones, and the source model and test model are both
Inc-v3. Tab. 5 shows that even under physical condition,
our method outperforms the rest three attacks, which fur-
ther verifies the robustness of the proposed affine-invariant
attacks to affine transformations.

5.4. Robustness to Defense Models under Black-box
Setting

TI [10] has shown that it can improve the transferability
of adversarial examples greatly with respect to the defense
models. As shown in Sec. 3, the proposed affine-invariant
method is an enhancement of the TI method. Therefore,
we conduct an experiment to show the transferability of
adversarial examples generated by different attacks against
defense models. We test the performance of single-model
attacks and ensemble-based attacks [9], respectively. For
single-model attacks, we set IncRes-v2 as the surrogate
model to generate adversarial examples. As for ensemble-
based attacks, we attack the ensemble of Inc-v4, IncRes-v2,
and Res-v2-152 with equal ensemble weights. Furthermore,
we choose six state-of-the-art defense models according to
RealSafe [&].

From Tab. 6, we can see that, compared with the TI
method and basic attacks, our method yields a significant
improvement for tested defense models. In particular, com-
bined with PGD, MIM and DIM, our method improves the
ASRs by 17.1%, 6.2%, and 5.1%, respectively, on average
for ensemble-based attacks, compared to the TT method. It
demonstrates that the proposed affine-invariant attacks can
better improve the tranferability of the generated adversarial
examples to evade the defense models. The primary reason
is that our method considers a wider transformation domain,
and can generate adversarial examples that are less sensitive
to the discriminative regions of the white-box model, help-
ing to evade the defense models [10].

To further verify the transferability, we set our method



Table 6. The ASRs (%) of adversarial attacks against six defense models. The adversarial examples for single-model attacks and ensemble-
based attacks are crafted for IncRes-v2 and the ensemble of Inc-v4, IncRes-v2, and Res-v2-152, respectively, using FGSM, PGD, MIM,

DIM and their TI and Al extensions.

Method Single-model attacks Ensemble-based attacks
Ens-AT [ ALP [ JPEG | Bit-Red [ R&P [ RandMix | Ens-AT [ ALP [ JPEG [ Bit-Red | R&P [ RandMix

FGSM 16.1 64 | 37.6 | 30.0 |487 35.0 27.1 | 11.1|49.1 | 41.8 | 587 40.7
TI-FGSM | 26.1 |21.6| 469 | 40.7 |56.5 42.2 342 228|539 | 474 |60.2 44.8
AI-FGSM | 31.7 | 30.7 | 48.6 | 43.8 |57.2 42.0 349 | 317|498 | 478 |594 40.2
PGD 8.4 04 | 267 | 194 |36.6 12.7 258 | 04 | 58.0 | 32.8 |668 237
TI-PGD 188 | 9.7 | 293 199 |36.2 18.5 414 | 10.1 ] 56.0 | 319 |594 232
AI-PGD | 31.2 |21.8| 48.0 | 404 |574 35.2 546 |27.6 | 729 | 532 |758 41.5
MIM 345 | 5.1 603 | 446 |68.6 40.2 59.1 103 80.6 | 62.8 |83.4 51.8
TI-MIM | 46.7 |33.7] 569 | 455 |61.6 38.0 653 |352|73.6 | 56.1 |764 42.7
AI-MIM | 494 | 319| 658 | 52.0 | 70.1 48.5 69.6 | 337|814 | 639 |84.9 54.3
DIM 547 | 86| 71.3 | 58.1 | 77.1 50.0 80.2 | 142| 834 | 69.8 | 83.8| 525
TI-DIM 60.9 | 35.0| 70.1 533 | 729 432 78.0 | 39.9| 845 658 | 85.8| 51.3
AI-DIM | 62.7 | 364 | 762 | 59.8 | 78.8 50.0 82.1 |42.6 | 89.1 | 722 |90.7 60.7

Table 7. The ASRs (%) and average queries of score-based attacks with different initializations. The surrogate models for the initialization
are the ensemble of Inc-v4, IncRes-v2 and Res-v2-15. The selected defense models are Ens-AT, ALP, JPEG, Bit-Red, R&P and RandMix.

Method Ens-AT ALP JPEG Bit-Red R&P RandMix
ASRTAvg Q ASRTAvg Q| ASR[Avg Q[ASR[Avg Q| ASRJAvg Q[ ASRTAvg Q
NES 95.7 | 1827 |82.7| 1425 | 558 | 6126 | 96.8 | 1132 | 84 | 4236 | 1.5 | 3684
NES-PGD 97.3 | 1045 | 82.3 | 1377 [ 909 | 1688 | 98.5| 443 | 652 | 895 |47.0| 2658
NES-TI-DIM 989 | 315 |88.1| 939 [955| 670 |99.2| 242 |86.2| 499 |52.0| 1524
NES-AI-DIM 994 | 183 [88.5| 937 |97.1| 423 [99.7 | 154 |91.7 | 246 | 60.7 | 1069
SPSA 96.9 | 1516 | 80.5| 1556 | 52.0 | 6001 | 96.8 | 994 8.8 | 3735 | 0.7 | 3682
SPSA-PGD 97.8 | 910 |81.9| 1441 | 87.5| 1753 | 98.6 | 414 |68.6 | 863 |252 | 2690
SPSA-TI-DIM 99.3 | 265 |88.1| 1013 [ 955 | 637 |99.2| 222 |86.0| 476 |51.2| 1557
SPSA-AI-DIM 99.6 | 167 |88.7| 1006 | 96.6 | 410 |99.7 | 140 |90.5| 223 |61.3 | 1083
NATTACK 99.1 | 805 |98.6| 505 [97.5] 1057 |99.6 | 577 |31.9| 1529 | 7.8 | 2487
NATTACK-PGD | 99.7 | 395 |98.8 | 450 |97.8| 244 [99.7| 274 |73.6| 340 |27.0| 1699
NATTACK-TI-DIM | 99.8 | 147 |99.0 | 250 |99.3| 126 [99.5| 152 [89.2| 271 |53.8| 1176
NATTACK-AI-DIM | 99.9 87 98.8 | 277 |99.7 58 99.9 97 93.0 | 131 |63.0 | 838

as the initialization of some scored-based black-box at-
tacks, and compare its performance with PGD, TI and the
original attacks. We choose NES [20], SPSA [38] and
NATTACK [23] as the score-based black-box attacks; Ens-
AT, ALP, JPEG, Bit-Red, R&P and RandMix as the defense
models; and the ensemble of Inc-v4, IncRes-v2, Res-v2-15
as the surrogate models for the initialization. The maxi-
mum number of queries and magnitude are set to be 10,000
and 16. The results in Tab. 7 demonstrate that our method
not only increases the ASR, but also greatly reduces the re-
quired number of queries by up to 95%, an outcome that
undoubtedly is meaningful to black-box attacks.

5.5. Ablation Study

In this section, we delve into the proposed affine-
invariant gradient estimator to explore the effect of each
component. Overall, our proposed affine-invariant attack
can be regarded as an enhancement of the basic attack
and TI attack. From the experimental results in Sec. 5.2
and Sec. 5.4, the affine-invariant gradient estimator can
undoubtedly improve the affine invariance and black-box
ASRs on defense models of the generated adversarial ex-
amples. Delving into detailed components, we focus on the

effect of convolutional kernel type and size.

5.5.1 Kernel Type

In order to verify the principle we have adopted that the
more the input image changes, the lower weight it should
be assigned, we design another Uniform kernel to compare
with the Gaussian kernel, meaning that we set the same
weight for each transformed image. Tab. 8 shows the perfor-
mance of AI-DIM under five random selected affine trans-
formations to one white-box model, one black-box model
and six defense models. From the results, we can see that,
except for very few defense models, the Gaussian kernel
performs better on most models. The results also confirm
our analysis in Sec. 4.

5.5.2 Kernel Size

We set the kernel type as Gaussian, and further investigate
the effect of kernel size. To ensure the simplicity of the ex-
periment, we keep the size of the two kernels equal. Fig. 6
shows the results obtained under the same experimental set-
tings as the experiment concerning kernel type. From the



Table 8. The ASRs (%) of AI-DIM with two different kernel types under different affine transformations against one white-box model
(Inc-V3), one black-box model (Inc-V4) and six defense models (Ens-AT, ALP, JPEG, Bit-Red, R&P and RandMix). The adversarial

examples are crafted for Inc-V3.

Transformation Sample Inc-v3 Inc-v4 Ens-AT ALP JPEG Bit-Red R&P RandMix

Uni. | Gau. | Uni. [ Gau. | Uni. [ Gau. | Uni. [ Gau. | Uni. [ Gau. [ Uni. [ Gau. [ Uni. [ Gau. [ Uni. | Gau.

(8,s,m,n) =(0°1.0,0,0) 91.9199.8 | 48.5|69.3 523|392 |45.0 | 38.1 |88.8]99.1|65.8|85.0|88.9|98.6|37.4|56.8
(0,s,m,n) =(15°,1.2,5,5) 80.9| 958 | 61.1|76.3 |67.0| 64.8 |61.6 | 44.5 [79.6|93.5|67.5|77.3 |85.8|96.1 |46.2| 62.6
(0,8, m,n) = (30°,1.5,20,20) | 74.6 | 87.5 | 65.3| 79.0 | 72.0 | 71.3 | 68.7 | 56.4 | 75.0 | 85.8 | 64.2 | 75.1 | 78.2 | 88.1 | 49.2 | 59.0
(8,s,m,n) = (-10°,0.7,5,5) |90.7|95.4|89.0|91.7 | 85.2| 73.6 | 65.1 | 57.1 | 86.9| 90.8 | 75.6 | 79.0 | 89.9 | 93.6 | 57.4 | 72.3
(0,s,m,n) = (-20°,0.5,20,20) | 87.1 | 87.1 | 89.6 | 91.6 | 81.9 | 66.7 | 46.7 | 46.7 | 83.2 | 82.6 | 71.3 | 72.1 | 88.0 | 88.8 | 25.0 | 42.9

(6,s,m,n)=(0°,1.0,0,0)

(6,s,m,n)=(15°,1.2,5,5)

(6,s,m,n)=(30°,1.5,20,20)
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Figure 6. The ASRs (%) of AI-DIM with different kernel sizes ranging from 1 to 31 under different affine transformations against one
white-box model (Inc-V3), one black-box model (Inc-V4) and six defense models (Ens-AT, ALP, JPEG, Bit-Red, R&P and RandMix).

The source model are also Inc-V3.

results, we find that at first the attack success rates are pos-
itively correlated to the kernel size, but gradually tend to
be stable or even descend after the kernel size reaches 15.
Nonetheless, there exist some models such as Ens-AT on
which the attack success rates keep increasing when the ker-
nel size increases. In general, our method performs better
when the kernel size is around 15. Therefore, the kernel size
is also set to be 15 x 15 in our main experiments.

5.6. Discussion

From a traditional perspective, affine invariance and
black-box transferability of adversarial examples are two
completely unrelated concepts. In our method, we only
make use of the gradients of untransformed images, instead
of other transformed ones. Considering the affine transfor-
mation module as part of the target model, we can regard the
situation without affine transformation as the white-box set-
ting and others as the black-box setting. Therefore, this type
of affine invariance can actually be regarded as the transfer-
ability on the affine transformation. We collectively refer
to these two transferabilities as the generalized transferabil-

ity, referring to the generalization and robustness of adver-
sarial attacks when facing unknown environments. With
our method, the proposed affine-invariant attacks improve
not only the transferability over black-box models, but also
that over affine transformation. Therefore, we declare that
the affine-invariant attacks further enhance the generalized
transferability of adversarial examples.

6. Conclusion

In this paper, we propose an affine-invariant attack
method to improve affine-invariance and transferability of
adversarial examples. Our method optimizes adversarial
perturbations by a gradient estimator, providing an estima-
tion of the affine-invariant gradient, accelerated with con-
volution operations. Additionally, we provide an analy-
sis of the gradient approximation error. Our method can
be integrated into any gradient-based attack methods. We
conducted extensive experiments to validate the effective-
ness of the proposed method. Our best attack, AI-DIM,
achieves an average success rate of 94.0% against the white-



box model, 87.1% against the black-box model, and 69.5%
against the defense model under the tested affine transfor-
mations. Compared with EOT, our method yields a 30%
higher ASR with only about 1% of the computation cost.
Also, we design physical experiments and statistically show
our method is more robust to complex transformations in
the physical world. Furthermore, our method improves the
success rate by an average of 7.5% over the state-of-the-art
transfer-based black-box attack on six defense models. No-
tably, the best method reduces the number of queries by up
to 95% for the tested score-based black-box attack.
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Appendix

A. Detailed Proof for Gradient Approximation

Note that g, = E[F, /(VeJ(2,y)| )] and g, =
E[F, N (Ve (x, )
Fig (Vad @] )

Corollary 1. The Euclidean distance between g, and g, is
upper-bounded as:
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Corollary 2. The cosine similarity of g, and g, is lower-
bounded as:

(c1e2)?
2¢2

cossim(g,,95) = 1 — , (29)

where cossim(-, ) is the cosine similarity function.

Proof We first denote the normalized gradients as g; =

Hgl T and g, = ” H . From the definition of cosine simi-
2

larity, we have:

~ ~ 2
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cossim(g,,g,) = . (30)

With Eq. (24) in Sec. IV, we assume ||g5 ||, > [|g ], > ¢
Then we have:

2
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We can get a similar corollary for the case of ||g||, >
llg2lls = cs3. Therefore, we finally have:
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B. Full Results For the Robustness to Affine
Transformation

In this section, we further visualize the white-box attack-
success-rate function with rotation angle and scaling factor
as independent variables for FGSM, AI-FGSM, PGD, Al-
PGD and MIM, AI-MIM. Results are shown in Fig. 7 for

2 FGSM and AI-FGSM, Fig. 8 for PGD and AI-PGD, and

Fig. 9 for MIM and AI-MIM. The results show that our
method greatly improves the attack success rate under dif-
ferent affine transformations, compared with the other two
basic attack methods.

C. Full Visualization Results for transformed
examples

In this section, we further show adversarial images gen-
erated for the Inc-v3 model by FGSM, MIM and their ex-
tensions AI-FGSM and AI-MIM with different affine trans-
formations. We present the visualization results of FGSM
and AI-FGSM in Fig. 10, PGD and AI-PGD in Fig. 11, and
MIM and AI-MIM in Fig. 12.
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Figure 7. The ASRs (%) of adversarial attacks against Inc-v3 under different rotations and scalings. The adversarial examples are generated
for Inc-v3 using FGSM and AI-FGSM. Fig. (a) shows the results in the form of a 3-D figure. Fig. (b) shows four randomly selected profiles
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Figure 8. The ASRs (%) of adversarial attacks against Inc-v3 under different rotations and scalings. The adversarial examples are generated
for Inc-v3 using PGD and AI-PGD. Fig. (a) shows the results in the form of a 3-D figure. Fig. (b) shows four randomly selected profiles
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Figure 9. The ASRs (%) of adversarial attacks against Inc-v3 under different rotations and scalings. The adversarial examples are generated
for Inc-v3 using MIM and AI-MIM. Fig. (a) shows the results in the form of a 3-D figure. Fig. (b) shows four randomly selected profiles
of Fig. (a), which are s = 1.1, s = 1.5, = 0° and 6 = 15°.
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FGSM
revolver: 99.9% wine bottle: 6.6%  revolver: 14.5%  revolver: 45.5%  revolver: 55.8% dragonfly: 84.3%  damselfly: 72.5%  damselfly: 49.8%  damselfly: 72.1%
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FGSM
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Figure 10. The adversarial examples are generated for Inc-v3 by FGSM and AI-FGSM with different transformations, including identity
transform, rotation with 30°, scaling with 1.5 factor, and mix transformation. The mix transformation consists of 30° rotation, 1.5 scaling

factor and 20 pixels translation in both horizontal and vertical directions. In the pictures, red represents a successful attack, and green
represents a failed attack.
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Figure 11. The adversarial examples are generated for Inc-v3 by PGD and AI-PGD with different transformations, including identity
transform, rotation with # = 30°, scaling with s = 1.5, and mix transformation. The mix transformation consists of 6 = 30°, s = 1.5 and
translation offsets ¢ = (20, 20). In the pictures, red represents a successful attack, and green represents a failed attack.
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Figure 12. The adversarial examples are generated for Inc-v3 by MIM and AI-MIM with different transformations, including identity
transform, rotation with # = 30°, scaling with s = 1.5, and mix transformation. The mix transformation consists of 6 = 30°, s = 1.5 and
translation offsets ¢ = (20, 20). In the pictures, red represents a successful attack, and green represents a failed attack.



